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Measurement error and misclassification of variables frequently occur in epidemiology and involve variables important to public health. Their presence can impact strongly on results of statistical analyses involving such variables. However, investigators commonly fail to pay attention to biases resulting from such mismeasurement. We provide, in two parts, an overview of the types of error that occur, their impacts on analytic results, and statistical methods to mitigate the biases that they cause. In this first part, we review different types of measurement error and misclassification, emphasizing the classical, linear, and Berkson models, and on the concepts of nondifferential and differential error. We describe the impacts of these types of error in covariates and in outcome variables on various analyses, including estimation and testing in regression models and estimating distributions. We outline types of ancillary studies required to provide information about such errors and discuss the implications of covariate measurement error for study design. Methods for ascertaining sample size requirements are outlined, both for ancillary studies designed to provide information about measurement error and for main studies where the exposure of interest is measured with error. We describe two of the simpler methods, regression calibration and simulation extrapolation (SIMEX), that adjust for bias in regression coefficients caused by measurement error in continuous covariates, and illustrate their use through examples drawn from the Observing Protein and Energy (OPEN) dietary validation study. Finally, we review software available for implementing these methods. The second part of the article deals with more advanced topics.
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INTRODUCTION

Measurement error and misclassification of variables are frequently encountered in epidemiology and involve variables of considerable importance in public health such as smoking habits, dietary intakes, physical activity, and air pollution. Their presence can impact strongly on the results of statistical analyses that involve such variables. However, more often than not, investigators do not pay serious attention to the biases that can result from such mismeasurement. We provide in two parts an overview of the types of error that can occur, their impacts on results from analyses, and statistical methods to mitigate the biases that they cause. Throughout, we endeavor to retain a utilitarian approach and to relate theory to practice.

Our focus throughout is on studies which are aimed at either describing the distribution of variables in a population or at understanding the relationships between variables, that is, on etiology. In studies in which the aim is instead to derive a prediction model, the considerations surrounding error-prone variables can be quite different. We also focus on relationships between a single outcome and covariates, excluding longitudinal data modeling and also survival problems with time-varying covariates.

In this first part, we provide a description of the most commonly used statistical models for measurement error and misclassification (Section 2), and the impact of such errors on estimated coefficients in regression models frequently used in epidemiology (Section 3). We describe ancillary studies needed to provide information about the measurement error model and an overview of reference measurements available for some of the most common exposures encountered in epidemiology that are measured with error (Section 4). Study design issues that are impacted by measurement error are discussed and we outline calculations for determining sample size requirements and power (Section 5). We then present two of the simpler—and more commonly used—methods used to adjust for the bias caused by measurement error in estimated regression coefficients: regression calibration (RC) and simulation extrapolation (SIMEX, Section 6). Available software for implementing such methods is listed (Section 7). The methods are illustrated by examples from a real study, somewhat simplified so as to retain clarity.
There have been a number of tutorial articles, chapters, and books on measurement error. The book of Carroll et al.\(^6\) provides a wide-ranging statistical account of issues of measurement error. The book of Buonaccorsi\(^7\) provides background and detail on many of the topics that we discuss in this article, including misclassification and measurement error in linear models, and Gustafson’s book\(^8\) focuses on Bayesian analysis methods and considers both measurement error and misclassification. The recent book of Yi\(^9\) focuses especially on survival analysis and longitudinal settings, which we do not cover in our two articles. The tutorial article of Keogh and White\(^10\) discusses several methods for measurement error correction with a focus on nutritional epidemiology, Armstrong\(^11\) provides an overview of the impact of measurement error in studies of environmental and occupational exposures, and there have been many others focusing on specific aspects. A detailed account of issues surrounding error in covariates is given in a chapter by Buzas et al.,\(^12\) covering types of error, study design considerations, and methods of analysis, with an emphasis on likelihood-based methods.

Our two articles provide a comprehensive overview of measurement error issues, from describing types of error and its impact to study design and analysis, with an emphasis on providing practical guidance. Specific topics covered in this first part that do not appear in the chapter of Buzas et al.\(^12\) include errors in the outcome variable, the effects of measurement error on estimating distributions, clarifications concerning the effects of Berkson error in multivariable models, a review of reference measurements used in different areas of epidemiology, discussion of sample size for ancillary studies, and an overview of software for RC and SIMEX. In Part 2, we additionally consider a number of advanced topics including additional methods to address covariate error, methods to estimate a distribution of an error prone covariate, methods to address outcome error, mixtures of misclassification and classical error, mixtures of Berkson and classification error, and approaches to handle imperfect or a lack of validation data.

## 2 | THE MAIN TYPES OF ERROR

In the statistical and epidemiological literature, one can find two separate terms for errors in variables: measurement error and misclassification. The former term is typically used for continuous variables, such as dietary intakes, and the latter term is used for categorical (including discrete) variables such as level of educational attainment. In this section, we describe the types of error that occur in continuous and categorical variables.

Suppose that we are interested in learning the regression relationship between a scalar outcome variable \(Y\) and variables \(X\) and \(Z\). We will call the latter, \(X\) and \(Z\), covariates. They could both be vectors, but for simplicity we start with \(X\) being scalar. We suppose that whereas the \(Z\) variables are measured exactly, \(X\) is measured with error, with the true value of \(X\) being unobserved. We denote the error-prone observed variable by \(X^*\) (although sometimes it is denoted by \(W\) in the statistical literature). To understand and measure the impact of the mismeasurement of \(X\), we have to know the relationship of the observed \(X^*\) to the unobserved \(X\). This relationship is specified in a statistical model.

### 2.1 Measurement error in covariates (continuous variables)

There are several sources of measurement error in continuous variables. One is instrument error, arising due to limitations of the instruments used to measure the exposure. Another is error due to self-reporting. It is also common that the exposure of interest is an underlying “usual level,” or average level over a defined period, of a quantity that fluctuates almost continually over time. This applies particularly when the exposure is a biological measurement (such as weight or blood pressure). In this case the true exposure may never be observed and we discuss this setting further in Section 4.2 where issues of study design, including reproducibility, are considered.

When \(X\) and \(X^*\) are continuous, their relationship is defined by a measurement error model. The simplest case is known as the classical measurement error model\(^13\) and is defined by:

\[
X^* = X + U,
\]

where \(U\) is a random variable with mean 0, and is independent of \(X\). Classical errors have been assumed quite frequently, although not universally, in laboratory and objective clinical measurements, for example, when modeling the relationship between serum cholesterol\(^14\) or blood pressure and heart disease.\(^15\) An extension of this model that is more suitable for some measurements, particularly self-reports, is the linear measurement error model,\(^13\) in which

\[
X^* = a_0 + a_X X + U.
\]
This model describes a situation where the observed measurement includes both random error \((U, \text{ with mean } 0 \text{ and independent of } X)\) and systematic error, allowing the latter to depend on the true value \(X\). Classical error is included as a special case of this more general model (2), occurring when \(\alpha_0 = 0 \text{ and } \alpha_X = 1\). In model (2), \(\alpha_0\) can be said to quantify location bias—bias independent of the value of \(X\), and \(\alpha_X\) quantifies the scale bias—bias that depends proportionally on the value of \(X\). The linear measurement error model has been used widely to describe the error in self-reports of dietary intake (eg, Freedman et al\(^{16}\)), and in some versions the parameter \(\alpha_0\) has been specified as a random variable that varies across individuals.\(^{17}\) Further extensions of the linear measurement error model allow \(X^\ast\) to depend also on other variables \(Z\) that may, or may not, be the same as the exactly measured variables \(Z\) in the outcome model.\(^{18}\) Another extension is to allow the variance of \(U\) to depend on \(X\) (eg, Spiegelman et al\(^{19}\)).

Of course, the relationship between \(X^\ast\) and \(X\) may, in practice, be of other forms than the linear model (2). There is a large literature on such models (see, for example, Chen et al\(^{20}\)), but relatively few applications of them in epidemiology, where the most common approach has been to use transformation of the variables to recover, at least approximately, the linearity of the relationship. The most common transformation employed is the logarithmic\(^{21}\) but power transformations have also been used.\(^{22}\) Assuming the classical error on the log scale, that is, \(\log X^\ast = \log X + U\), corresponds to multiplicative error.

In models (1) and (2), the measurement \(X^\ast\) is viewed as arising from the true value \(X\) together with a random error term \(U\) that is independent of \(X\). Such a model is suitable for many measurements that are employed in epidemiology. However, in some circumstances, it is instead appropriate to view the true value \(X\) as arising from the measured value \(X^\ast\) together with an error \(U\) that is independent of \(X^\ast\). This occurs, for example, when all the individuals in specific subgroups are assigned the average value of their subgroup. In that case the error model should be written:

\[
X = X^\ast + U, \tag{3}
\]

where \(U\) has mean 0 and is independent of \(X^\ast\). This is known as the Berkson error model.\(^{23}\) It occurs frequently in occupational epidemiology (eg, Oraby et al\(^{24}\)) and in air pollution studies (eg, Goldman et al\(^{25}\)). For example, in a study of second-hand smoke exposure, the exposure of workers to second-hand smoke in different factories may be assigned to be the average level of airborne nicotine obtained from monitoring devices placed in each factory. In air pollution studies, the exposure to certain particles of individuals living in different geographical areas may be assigned as the value from a fixed local air pollution monitor. Berkson error also arises when scores are assigned to individuals on the basis of a prediction or calibration equation, which is often not appreciated (eg, Tooze et al\(^{26}\)). Suppose that the observed exposure is obtained as the expected outcome (fitted value) from a prediction model for the true exposure based on predictor variables \(C, X = \theta_0 + \theta^*_C C + \epsilon\), giving \(X^\ast = \hat{\theta}_0 + \hat{\theta}_C^* C\). In the event that the prediction model parameters are based on a large sample, it follows approximately that \(X = X^\ast + \epsilon\), that is, the scores from the prediction model are subject to Berkson error. Tooze et al\(^{26}\) give an example where the exposure of interest is basal energy expenditure, and the observed value is an estimate obtained using a previously-derived prediction equation based on an individual’s age, sex, height, and weight. Variables obtained on the basis of prediction or calibration equations should therefore be handled accordingly in analyses that incorporate them. See Section 3 for a discussion in the context of outcome variables measured with error.

The Berkson error model as defined in (3) is additive. However, as for the classical error model, a multiplicative form of the Berkson error model may also be considered, meaning that the additive form holds for the log-transformed variables: \(\log X = \log X^\ast + U\).

When \(X\) and \(U\) are normally distributed, then the Berkson error model can be re-expressed as a special case of the linear measurement error model (2), with \(\alpha_X = \text{var}(X^\ast)/(\text{var}(X^\ast) + \text{var}(U))\) and \(\alpha_0 = E(X^\ast)(1 - \alpha_X)\). In the same vein, under these same circumstances, the linear measurement error model (2) can be re-expressed as a linear regression of \(X\) on \(X^\ast\).

An important issue is whether or not the measurement error \(U\) contains any extra information about the outcome \(Y\). When the error contains no extra information about \(Y\), we call the error nondifferential. We express this concept formally, by saying the error is nondifferential with respect to outcome \(Y\) if the distribution of \(Y\) conditional on \(X, X^\ast\), and \(Z\) denoted \(p(Y \mid X, X^\ast, Z)\) is equal to \(p(Y \mid X, Z)\). Otherwise the error is differential with respect to \(Y\). Nondifferential error with respect to \(Y\) can also be expressed in terms of the conditional distribution of \(X^\ast\), \(p(X^\ast \mid X, Y, Z) = p(X^\ast \mid X, Z)\), and in terms of conditional independence between \(X^\ast\) and \(Y\) given \(X\) and \(Z\), that is, \(p(X^\ast, Y \mid X, Z) = p(X^\ast \mid X, Z)p(Y \mid X, Z)\). Error is often nondifferential when variables are measured at baseline in a prospective cohort study, since the measurement precedes the outcome often by a lengthy period (eg, Willett\(^{27,28}\)). Differential error can occur in case-control studies, when measurements may take place after the outcome has occurred. One form of differential error is the well-known problem of recall bias that can occur in case-control studies (eg, Willett\(^{27,29}\)). Here, the errors in responses to questions,
such as “how many cigarettes did you smoke per week?,” are dependent on whether the person is a case or a control (the outcome), for example, a person who has or has not been diagnosed with cancer. In general, in analysis, the effects of nondifferential error are easier to correct than the effects of differential error.

Error can also be nondifferential with respect to both Y and Z, whereby X is known to be conditionally independent of (Y, Z) given X. This is a stronger form of nondifferentiability than the definition given in the previous paragraph. In fact, this stronger form holds for models (1)-(3), if the random term U is independent of variables Z as well as being independent of Y and X (models (1) and (2)) or X* (model (3)).

2.2 Misclassification in covariates (categorical variables)

As in Section 2.1, we are interested in the regression relationship between Y and covariates (X, Z), when the available data are Y, X*, and Z. Now, however, we take up the case where X and X* are both categorical variables. For instance, in an observational, questionnaire-based study, some participants may, wittingly or unwittingly, check the wrong box on a yes/no item. As mentioned earlier, when X is categorical the discrepancy between X and X* is typically referred to as misclassification rather than measurement error.

The simplest case to start with is that in which X and X* are both binary, and the misclassification is nondifferential. For current purposes we assume the stronger form of nondifferentiality, which is tantamount to assuming that the “noise” transforming the latent X into the observable X* is ignorant of the values of Y and Z. Then, mimicking the linear measurement error model of Equation (2), we can view the regression relationship

\[ E(X^*|X,Z,Y) = a_0 + a_X X, \]

as describing the extent of the misclassification. This serves to remind that misclassification is closely related to measurement error. However, unlike the situation with measurement error, \((a_0, a_X)\) are necessarily constrained to ensure that (4) remains between zero and one. In fact, it is more common and intuitive to see nondifferential misclassification expressed in terms of the sensitivity, \(S_n = \Pr(X^* = 1|X = 1, Y) = \Pr(X^* = 1|X = 1) = a_0 + a_X X\), and specificity, \(S_p = \Pr(X^* = 0|X = 0, Z, Y) = \Pr(X^* = 0|X = 0) = 1 - a_0\). See Gustafsson\(^8(\text{sec.3.1})\) or Buonaccorsi\(^7(\text{sec.2.3})\) for a more detailed description of this framework.

Following from this, when choosing a model to represent differential misclassification, adding terms involving Y and/or Z to the right-hand side of (4) is unappealing, since a complicated constrained parameter space ensues. Rather, using an appropriate link function is recommended, for example the logit link function.

In principle, the idea of Berkson error also carries over to the misclassification setting. That is, there could be situations where the conditional distribution of Y given X* is the fundamental descriptor of the misclassification. This is seen less often in practical applications, but could arise in an occupational hygiene context, where group-based exposure assessment is used (see, for example, Tielemans et al\(^28\)). For instance, all workers in a group, based on a common work location, are assigned the same exposure status, either X* = 0 for unexposed or X* = 1 for exposed; but misclassification arises, because within that group some workers’ true exposure X will differ from the assigned value X*. Berkson misclassification also occurs with pooled samples in the diagnostic setting (see, for example, Peters et al\(^29\)).

Regardless of the type of misclassification that can reasonably be assumed, when X and X* are both binary, the distribution of X given X* is usually referred to in terms of predictive values (or reclassification probabilities), namely the positive predictive value, \(PPV = \Pr(X = 1|X^* = 1)\) and the negative predictive value \(NPV = \Pr(X = 0|X^* = 0)\). In the typical non-Berkson situation, Sn and Sp are taken as characterizing the misclassification, with PPV and NPV then being determined by Sn, Sp, and the prevalence of X, \(\Pr(X = 1)\). In the atypical Berkson situation, PPV and NPV would characterize the misclassification, with Sn and Sp then being determined by PPV, NPV, and the prevalence of X*, \(\Pr(X^* = 1)\). See Buonaccorsi\(^7(\text{sec.2.3})\) for more details.

An interesting form of misclassification arises when the binary X* is created by thresholding a continuous variable measured with error, in which case X would correspond to thresholding the continuous variable measured without error. That is, say \(X = I|S > c\) and \(X^* = I|S^* > c\), where S* is a nondifferential (with respect to Y and Z) error-prone measurement of a continuous variable S. In a somewhat counterintuitive finding, Flega et al\(^30\) demonstrated that even if the continuous measurement S* has nondifferential error, the binary measure X* may have differential misclassification (see also Wacholder et al\(^31\)). That is, conditional independence of S* and (Y, Z) given S does not imply conditional independence of X* and (Y, Z) given X.
Intermediate between a binary $X$ and a continuous $X$ is the case of a categorical $X$ with more than two categories. An obvious example in epidemiology is where $X$ represents smoking status, with three options: never, former, or current smoker. In this situation, sensitivity and specificity are subsumed by a matrix of classification probabilities, that is, 
\[ p_{ij} = \Pr(X^* = j \mid X = i), \] for $i, j = 1, \ldots, k$, where $k$ is the number of categories. Work addressing this case includes that of Brenner and Wang and Gustafson.

While it has not commonly arisen, one need not limit misclassification to “square” situations, in which $X$ and $X^*$ share a common number (and labeling and interpretation) of categories. For example, 2 by 3 misclassification could arise if exposure $X$ is truly binary (“exposed” or “unexposed”), but the exposure assessment by an expert (or consensus of experts) classifies each subject as “likely unexposed,” “perhaps exposed” and “likely exposed.” A $2 \times 3$ matrix of classification probabilities would then describe the extent of misclassification. Wang et al considered this setting.

### 2.3 Measurement error and misclassification in an outcome variable

In previous sections, we have discussed error that occurs in measuring covariates $X$. However, it is also possible that the outcome $Y$ is measured with error, through the error-prone observation $Y^*$. As we will see in Section 3, the effects of measurement error in an outcome variable are different from those in a covariate. The effects of measurement error in an outcome variable have tended to be under-studied in the past relative to error in covariates, but there is now a growing recognition of their potential impact. As we shall see in Section 3.3, particularly important are the effects of differential error in $Y$, but here the definition of differential error changes. Differential error in $Y$ occurs when $Y^*$ is dependent on $X$ conditional on $Y$ (or on $Y$ and $Z$), that is, $p(Y^* \mid Y, X) \neq p(Y^* \mid Y)$ or $p(Y^* \mid Y, X, Z) \neq p(Y^* \mid Y, Z)$.

Applications where a binary or categorical outcome variable is subject to misclassification have also been discussed in the literature (eg, McInturff et al, Lyles et al). This is somewhat more nuanced than the corresponding situation for measurement error in a continuous outcome variable, as we discuss in Section 3.3.

### 3 Effects of measurement error and misclassification on study results

In this section, we focus on the impact of measurement error in or misclassification of a variable on the results of a study. We consider studies where the main analysis is based upon a model relating an outcome $Y$ to a covariate $X$ via a regression model. We deal first with error in a continuous $X$, then with misclassification in a categorical $X$, and finally with error in $Y$. In the following section on the effects of error in continuous covariates, we build up from the simplest case of a single covariate, measured with error, to the case with additional exactly measured covariates, and finally to the case of multiple error-prone covariates. The same is done in Section 3.2, which refers to misclassified covariates. It should come as no surprise that the effects of error are different for the different types of error that occur, so that this section relies on information we have already presented in Section 2. While it is a common misconception that measurement error in covariates merely leads to attenuation of effect estimates (and is thus considered less of a concern by some), we shall see that this is true only in certain special cases.

#### 3.1 Effects of measurement error in a continuous covariate

#### 3.1.1 Single covariate regression

Suppose that our analysis of the relationship between a continuous outcome $Y$ and covariate $X$ is based on a linear regression model

\[ E(Y \mid X) = \beta_0 + \beta_X X. \] (5)

However, because of measurement problems we use $X^*$ instead of $X$ and therefore explore the linear regression

\[ E(Y \mid X^*) = \beta_0^* + \beta_X^* X^*. \] (6)
Figure 1  Simulated data on 20 individuals showing the effects of classical error and Berkson error in the continuous covariate $X$ on the fitted regression line. For both plots $Y$ was generated from a normal distribution with mean $\beta_0 + \beta_X X$ (using $\beta_0 = 0, \beta_X = 1$) and variance 1. Classical error plot: $X$ was generated from a normal distribution with mean 0 and variance 1. $X^*$ was generated using $X^* = X + U$. The difference in the slopes in this graph is due to attenuation from the measurement error in $X^*$. Berkson error plot: $X^*$ was generated from a normal distribution with mean 0 and variance 1 and $X$ was generated from the normal distribution implied by the Berkson error model $X = X^* + U$. For both error types $\text{var}(U) = 3$. The small difference in the slopes in this graph is due entirely to sampling error.

In assessing the impact of the measurement error on the regression results we will be interested mainly in:

1. whether and how $\beta_X^*$ is different from $\beta_X$, and
2. whether the precision with which we estimate $\beta_X^*$ is different from the precision with which we estimate $\beta_X$, and
3. whether the usual statistical test of the hypothesis that $\beta_X^* = 0$ is or is not a valid test (ie, preserves the nominal significance level) of the hypothesis that $\beta_X = 0$.

When measurement error is classical and nondifferential (model (1)), then $|\beta_X^*| \leq |\beta_X|$, with equality occurring only when $\beta_X = 0$. The measurement error in $X^*$ attenuates the estimated coefficient, and any relationship with $Y$ appears less strong. More precisely we can write: $\beta_X^* = \frac{\text{cov}(Y, X^*)}{\text{var}(X^*)} = \frac{\text{cov}(Y, X + U)}{\text{var}(X + U)} = \frac{\text{cov}(Y, X)}{\text{var}(X + U) + \text{var}(U)}$ = $\frac{\text{cov}(Y, X)}{\text{var}(X)} = \frac{\lambda \beta_X}{\text{var}(X)}$, where $\lambda = \frac{\text{var}(X)}{\text{var}(X) + \text{var}(U)}$ lies between 0 and 1 ($0 < \lambda \leq 1$) and is called the attenuation factor, or by some the regression dilution factor. The graph on the left-hand side in Figure 1. Clearly, the larger is the measurement error ($\text{var}(U)$), the smaller is the attenuation factor, and the greater is the attenuation. Besides attenuating the estimated coefficient relating $Y$ to $X$, classical measurement error also makes the estimate less precise relative to its expected value. In other words, the ratio of the expected value of the estimated coefficient to its standard error (SE) is smaller than under circumstances where $X$ is measured without error, that is, $E(\hat{\beta}_X^*)/\text{SE}(\hat{\beta}_X^*) < E(\hat{\beta}_X)/\text{SE}(\hat{\beta}_X)$, and therefore the statistical power to detect whether it is different from zero is lower. Approximately, the effective sample size is reduced by the squared correlation coefficient between $X^*$ and $X$, $\rho_{XX^*}^2$, which for this model happens to be equal to the attenuation factor $\lambda$. When measurement error is substantial (eg, $\lambda < 0.5$), its effects on the results of research studies can be profound, with key relationships being much more difficult to detect.

While measurement error in this single covariate setting results in bias and loss of power, any test of the null hypothesis that $\beta_X^* = 0$ is a valid test of the hypothesis that $\beta_X = 0$, and this is because the relationship $\beta_X^* = \lambda \beta_X$ means that $\beta_X^*$ equals 0 if and only if $\beta_X$ equals 0. When the error in $X^*$ conforms to the linear measurement error model (2), the relationship $\beta_X^* = \lambda \beta_X$ still holds but $\lambda$ need no longer lie between 0 and 1, since now

$$\lambda = \frac{\alpha_X \text{var}(X)}{\alpha_X^2 \text{var}(X) + \text{var}(U)}.$$
This means that under the linear measurement error model the effect of the measurement error is no longer necessarily an attenuation. Nevertheless, in nearly all applications \(\alpha_X\) is positive, so that negative values of \(\lambda\) are virtually unknown, and in many applications, \(\text{var}(U)\) is sufficiently large to render \(\lambda\) less than 1, even when \(\alpha_X\) is less than 1.39 Regardless of the value of \(\alpha_X\), statistical power to detect the relationship between \(X\) and \(Y\) is reduced and the effective sample size is reduced by a factor approximately equal to \(\rho_{XX'}^2\). As with classical measurement error, the test of the null hypothesis that \(\beta_X^* = 0\) is a valid test of the hypothesis that \(\beta_X = 0\). Note that the expression for \(\lambda\) in (7) reverts to the form for classical error when \(\alpha_X = 1\).

When the error in \(X'\) has the form of the classical (1) or linear measurement error model (2), but the error is differential, then the above results no longer hold, and an additional contribution to the bias occurs in the estimated coefficient due to the covariance of outcome \(Y\) with error \(U\). In particular, the relationship \(\beta_X^* = \lambda \beta_X\) no longer holds, so that statistical tests of the null hypothesis that \(\beta_X^* = 0\) generally are not valid tests of the hypothesis that \(\beta_X = 0\).

When the error in \(X'\) is Berkson (model (3)) and nondifferential, the effects on estimation are very different from those described above. In fact, there is no bias, that is \(\beta_X^* = \beta_X^{11}\) See the graph on the right-hand side in Figure 1. However, as with the classical and linear error models, statistical power is reduced, and the effective sample size is again reduced by the factor \(\rho_{XX'}^2\).

The results in this section relating to the properties of \(\beta^*_X\) are based on assuming the linear model for \(Y\) given \(X\) in (5) and a linear relation between \(X\) and \(X'\). The linear relation between \(X\) and \(X'\) is likely to be appropriate for many practical purposes including when \(X\) and \(X'\) are jointly normal. If the relation between \(X\) and \(X'\) is nonlinear, then the linear model for \(Y\) given \(X\) no longer implies a linear model for \(Y\) given \(X'\) or vice-versa. However, transformations of \(X'\) (and \(X\)) can often lead to approximate linearity and the above results could then be taken as good working approximations. If the linear model for \(Y\) given \(X\) is misspecified then the above expressions for the attenuation factor \(\lambda\) hold asymptotically. If investigators are particularly concerned that these linearity assumptions do not hold, they may try to find a transformation of the \(X\) scale on which the assumptions are more tenable, or pursue more advanced methods to accommodate nonlinearity.

### 3.1.2 Regression with a single error-prone covariate and other exactly measured covariates

Most analytic epidemiological studies involve regression models with several covariates. Suppose we wish to relate outcome \(Y\) not only to \(X\) but also simultaneously to one or more exactly measured covariates, for example confounders, \(Z\), so that

\[
E(Y|X, Z) = \beta_0 + \beta_X X + \beta_Z Z, \tag{8}
\]

where \(Z\) may be scalar or vector. As before, because of measurement problems we use \(X'\) instead of \(X\), and therefore explore the linear regression

\[
E(Y|X^*, Z) = \beta_0^* + \beta_X^* X^* + \beta_Z^* Z. \tag{9}
\]

Results concerning \(\beta^*_X\) are similar to those in Section 3.1.1. When the error in \(X'\) conforms to a linear measurement error model, the relationship \(\beta_X^* = \lambda \beta_X\) still holds but now \(\lambda = \frac{\alpha_{X,Z} \text{var}(X|Z)\text{var}(Z)}{\text{var}(X|Z)+\text{var}(U)}\),6 where \(\alpha_{X,Z}\) is the coefficient of \(X\) in the linear measurement error model for \(X'\) that includes the variables \(Z\) as other covariates. This expression is a simple extension of the formula given for classical measurement error by Carroll et al.\(^\text{eq.3.10}\) Because \(\beta_X^* = \lambda \beta_X\), any test of the null hypothesis that \(\beta_X^* = 0\) is a valid test of the hypothesis that \(\beta_X = 0\). Also similar to previous results, statistical power to detect the relationship between \(X\) and \(Y\) is reduced, but now the effective sample size is reduced by a factor equal to \(\rho_{XX^*|Z}^2\), where \(\rho_{XX^*|Z}\) is the partial correlation of \(X^*\) with \(X\) conditional on \(Z\).

Note also that in general the coefficients for \(Z\), \(\beta_Z^*\), are not equal to \(\beta_Z\), so that estimates of these coefficients from the model with \(X^*\) substituted for \(X\) will also be biased. This bias will occur in the case of each \(Z\)-variable, unless the \(Z\)-variable is independent of \(X\) conditional on the other \(Z\)-variables or \(\beta_X = 0\).6\(^\text{sec.3.3}\) Moreover, due to the form of the bias, any test of the null hypothesis that \(\beta_Z^* = 0\) is an invalid test of the hypothesis that \(\beta_Z = 0\). These results highlight the impact of measurement error in covariates that are not the main exposure of interest on the results from an analysis, even when the main exposure is measured without error.
With Berkson error, special conditions are required for $\beta^*_X$ to equal $\beta_X$ and for $\beta^*_Z$ to equal $\beta_Z$, namely that the error involved in $X^*$, $U$ (see model (3)), is independent both of $Z$ and of the residual error in regression model (8). Independence of the residual error is the equivalent of the nondifferential error assumption with respect to the outcome $Y$ ($p(X'\mid X, Y, Z) = p(X'\mid X, Z)$). However, independence of $U$ from $Z$ is not guaranteed, and may even be uncommon. Thus, contrary to general perception, Berkson error in a covariate can indeed cause bias in the conventional estimate of the regression coefficients in multiple regression problems, even when the error is nondifferential. The bias caused by Berkson error that is nondifferential but correlated with $Z$ is a multiplicative one, like the bias caused by nondifferential classical or linear measurement error. Thus the usual test of the null hypothesis remains valid. Except in some special cases, correlation of the Berkson error with $Z$ also causes bias in the usual estimate of $\beta_Z$, but in this case the bias is additive, so the usual test of the null hypothesis is invalid. The special cases where there is no bias occur when $X$ is independent of a given $Z$ conditional on the other $Z$s, or when $\beta_X$ is zero.

### 3.1.3 Regression with multiple error-prone covariates

Often, particularly in nutritional epidemiology, we wish to relate the outcome $Y$ to two or more variables that are each measured with error. For example, in the case of two such variables, the model will be

$$E(Y\mid X_1, X_2) = \beta_0 + \beta_{X1}X_1 + \beta_{X2}X_2.$$  \hspace{1cm} (10)

Because of measurement problems we observe $X^*_1$ instead of $X_1$, and $X^*_2$ instead of $X_2$, and therefore fit the linear regression model

$$E(Y\mid X^*_1, X^*_2) = \beta'_0 + \beta'_{X1}X^*_1 + \beta'_{X2}X^*_2.$$  \hspace{1cm} (11)

Results concerning the vectors of coefficients $\beta_X = (\beta_{X1}, \beta_{X2})^T$ and $\beta^*_X = (\beta^*_X 1, \beta^*_2)^T$ are different from those in the earlier sections. When the errors in the $X^*$ variables conform to the classical measurement error model, their relationship may still be written in the form $\beta^*_X = \Lambda \beta_X$ but now $\Lambda = \text{cov}(X + U)^{-1}\text{cov}(X)$, where $\text{cov}()$ is a 2-by-2 variance-covariance matrix and $X$ and $U$ are vectors $(X_1, X_2)^T$ and $(U_1, U_2)^T$, the latter denoting the errors in $X^*_1$ and $X^*_2$, respectively. Writing out this relationship fully we obtain,

$$\beta^*_X = \Lambda_{11}\beta_X + \Lambda_{12}\beta_X$$  \hspace{1cm} (12)

$$\beta^*_X = \Lambda_{21}\beta_X + \Lambda_{22}\beta_X,$$

where $\Lambda_{ij}$ $(i, j = 1, 2)$ denotes the $(i, j)$th element of the 2-by-2 matrix $\Lambda$. Thus, the simple proportional relationship between $\beta^*_X$ and $\beta_X$ (or between $\beta^*_X$ and $\beta_X$) seen in earlier sections no longer holds. The diagonal terms of the $\Lambda$ matrix, $\Lambda_{11}$ and $\Lambda_{22}$ are still likely to lie between 0 and 1 in most applications, so that, for example, $\beta^*_X$ will usually contain an attenuated contribution from the true coefficient of $X_1$ ($\Lambda_{11}$), but $\beta^*_X$ will also be affected by “residual confounding” from the mismeasured $X_2$ ($\Lambda_{22}$). Thus, the estimated coefficients in model (11) may be larger or smaller than the true target values in a rather unpredictable manner. Furthermore, any test of the null hypothesis that $\beta^*_X = 0$ in general will no longer be a valid test of the hypothesis that $\beta_X = 0$, and similarly for the test of $\beta^*_X = 0$. As we will see in Section 6, in these circumstances, valid inference for $\beta_X$ (say) requires knowledge about or estimation of the parameters of the measurement error models for both $X^*_1$ and $X^*_2$.

When the errors in the $X^*$ variables conform to the linear measurement error model, the formulas are similar but slightly more complex, and the concerns over biased estimation and hypothesis testing are identical to those described above for multiple covariates having classical error.

If both covariates are subject to Berkson error then, as in Section 3.1.2, the estimated coefficients are unbiased only in special circumstances. Assuming the errors are nondifferential with respect to outcome $Y$, one also requires that the Berkson error in $X^*_1$ is independent of $X^*_2$, and the Berkson error of $X^*_2$ is independent of $X^*_1$. When bias occurs, it is accompanied by the nonvalidity of the conventional null hypothesis tests that the regression coefficients are zero, as explained in Section 3.1.2.
3.1.4 | Common nonlinear regression models

While the results described in Sections 3.1.1-3.1.3 are derived for linear regression models, they serve as good approximations in many circumstances for other regression models that specify a linear predictor function, for example, generalized linear models:

$$h(E(Y|X, Z)) = \beta_0 + \beta_X X + \beta_Z Z.$$  \hspace{1cm} (13)

The approximation is usually good if the measurement error is small or the magnitude of $\beta_X$ remains small to moderate, although the definition of “small to moderate” depends on the form of the model. Details for the commonly used logistic regression model, among others, are given by Carroll et al. \(^{6,(sec.4.8)}\)

For the Cox proportional hazards model, the relation between $\beta^*_X$ and $\beta_X$ (now log hazard ratios) is complicated by the longitudinal nature of the analysis, and by the changing set of individuals remaining at risk. \(^{40}\) However, sometimes in epidemiological problems, event rates are very low and drop-outs are entirely random, so that the covariate distribution of individuals at risk remains stable throughout the follow-up. In such circumstances the results for linear regression models above would provide good approximations. \(^{41}\) Carroll et al\(^{6}\) discuss the impact of measurement error in nonlinear regression models and provide expressions for bias based on higher-order approximations.

3.2 | Effects of misclassification in a binary covariate

3.2.1 | Single covariate regression

Having considered continuous covariates measured with error, we now turn to the case of binary or categorical covariates that are misclassified. We start with a continuous outcome $Y$ and a single binary covariate $X$ that is misclassified as binary $X^*$, used in models described by Equations (5) and (6). In the situation of a binary covariate, the interpretation of the coefficient $\beta_X$ is as a difference in the mean outcome between those with $X = 1$ and those with $X = 0$. Assuming nondifferential misclassification, as described by sensitivity $Sn$ and specificity $Sp$, $\beta^*_X$ is attenuated. The attenuation factor $\lambda = \beta^*_X / \beta_X$ is determined by $Sn$, $Sp$, and $Pr(X = 1)$. For examples, see Figure 2. Given that the positive predictive value (PPV) and negative predictive value (NPV) for $X^*$ as an error-prone measurement of $X$ are themselves determined by $Sn$, $Sp$, and $Pr(X = 1)$, Gustafson\(^{8,(sec.3.1)}\) argues that the attenuation factor is most intuitively expressed as

$$\lambda = NPV + PPV - 1.$$  \hspace{1cm} (14)

This gives a direct expression that shows how a more error prone measurement of $X$ yields more attenuation in estimating the coefficient for $X$.

Aside from the particular form of the attenuation factor, the other messages from Section 3.1.1 remain unchanged. Testing the null hypothesis that $\beta^*_X = 0$ is a valid test of the hypothesis that $\beta_X = 0$. However, the test based on $(Y, X^*)$ data has lower power than the ideal test based on $(Y, X)$ data, since the association between $Y$ and $X^*$ is necessarily weaker than the association between $Y$ and $X$. \(^{38,42}\)

Returning to the magnitude of attenuation, Equation (14) also permits identification of problematic situations. For example, say $Pr(X = 1)$ is close to zero (a “rare exposure”). Then, since $PPV = [1 + (Pr(X = 0)/Pr(X = 1))(1 - Sp)/Sn]^{-1}$, even a relatively high specificity can produce a very low PPV. For instance, if $Pr(X = 1) = 0.01$, a specificity of 0.9 nevertheless leads to a PPV less than 0.1. In turn this produces massive attenuation. \(^{8,(sec.3.1)}\)

3.2.2 | Regression with a single misclassified covariate and other exactly measured covariates

In Section 3.1.2, we considered using, by necessity, the linear regression of $Y$ on $X^*$ and $Z$ when really wanting to regress $Y$ on $X$ and $Z$. When $Z$ is scalar (of any type), $X$ is binary and the misclassification is nondifferential (with respect to $Y$ and $Z$), an expression for the attenuation factor $\lambda = \beta^*_X / \beta_X$ is given in Section 3.2 of Gustafson’s book. \(^{8}\) The result does not depend on assuming that the linear model for $Y$ given $(X, Z)$ is correctly specified. Rather, the attenuation factor is
defined as the ratio of large-sample limits for the estimated regression coefficients. The expression for the attenuation factor is unwieldy and not reproduced here. Some of its properties, however, are intuitively helpful. In particular, when X and Z are uncorrelated, the attenuation reduces to Equation (14). Also, with all other aspects of the problem fixed, the attenuation factor decreases as the magnitude of the correlation between X and Z increases. This permits an expansion of the list of problematic situations. We have already mentioned as problematic modest misclassification (and imperfect specificity particularly) of a rare exposure, but if that rare exposure X is strongly associated with a precisely measured covariate Z, then even stronger attenuation occurs.

Again, the main message about hypothesis testing is the same as for continuous X (Section 3.1.2). Assuming nondifferential misclassification, Y and X* will be associated given Z if and only if Y and X are associated given Z. Hence a test for β∗ X = 0 using available data will be valid as a test for β X = 0, but will have less power than could be achieved were (Y, X, Z) data available.

Also in line with the case of continuous X, the misclassification of X implies that the coefficients of Z estimated from regressing Y on X* and Z are biased for the coefficients of Z in the Y given X and Z model. When Z is scalar, an explicit expression for this bias is given in Gustafson’s book. 8 (sec.3.2)

3.2.3 | Regression with multiple misclassified covariates

Situations where two or more categorical covariates are subject to misclassification have not received very much attention, either theoretically or in practice. The added complexity discussed for the continuous case in Section 3.1.3 applies here as well. Even if the model of Equation (10) holds for X_1 and X_2 that are both binary, and even if the misclassification mechanism is simple, unwieldy forms for Equation (12) result. It is worth considering what “simple” or “nicely behaved” can mean in the face of two binary covariates subject to misclassification. We could assume, for example that as a pair \((X_1^*, X_2^*)\) have nondifferential misclassification, and we could further assume “independent errors,” that is, conditional independence of \(X_1^*\) and \(X_2^*\) given \((X_1, X_2)\). Under these assumptions, and for given sensitivity and specificity of each error-prone measurement, it is easy to determine \(E(Y|X_1^*, X_2^*)\) from \(E(Y|X_1, X_2)\). However, we do not obtain simple and interpretable expressions. In particular, and in line with Section 3.1.3, the \(X_1^*\) coefficient will be a sum of a term involving \(β_{X_1}\) and a term involving \(β_{X_2}\). A simple attenuation structure does not emerge.

3.2.4 | Other common situations

What we know about the impact of a misclassified covariate in a linear model for a continuous outcome carries over approximately, but not exactly, to generalized linear models for other types of outcomes. Closed-form expressions are
Elusive here. For example, Gustafson (sec. 3.4) gives a numerical algorithm to determine the large-sample limits of logistic regression of a binary $Y$ on $X^*$ and $Z$, when the logistic regression of $Y$ on $X$ and $Z$ is of interest. For fixed $\beta_0$ and $\beta_Z$, $\beta_X^*$ is seen to vary almost linearly with $\beta_X$, and this relationship varies only slightly with $\beta_0$ and $\beta_Z$. As with so many other statistical concepts, what holds exactly in the linear model holds approximately in the generalized linear model.

However, such intuitions about attenuation do not extend to misclassification of a categorical covariate having more than two categories. Recall that a matrix of misclassification probabilities governs such misclassification, with entries $p_{ij} = \Pr(X^* = j | X = i)$. Even given nondifferential misclassification, it is straightforward to construct a plausible misclassification matrix for which $E(Y | X^*)$ has a different pattern than $E(Y | X)$, in which attenuation does not occur. For example, suppose $X$ is ordinal. Then, in comparing levels $X = a$ and $X = a + 1$, $E(Y | X^* = a + 1) - E(Y | X^* = a)$ can be larger in magnitude than $E(Y | X = a + 1) - E(Y | X = a)$. Some work that investigates the polytomous case includes Dosemeci et al. and Weinberg et al., but our emphasis here is really on the irregularity of the impact of misclassification.

### 3.3 Effects of measurement error in an outcome variable

In Sections 3.1 and 3.2, we have focused on the effects of error in covariates. We consider now the effects of measurement error in an outcome variable, $Y$. Recall that the error prone version of $Y$ is denoted $Y^*$. We assume that covariates are measured without error and, for simplicity, we focus on a single covariate $X$, though the results extend easily to multiple covariates.

#### 3.3.1 Continuous outcomes

Suppose that our analysis is based on the linear regression model

$$E(Y | X) = \beta_0 + \beta_X X.$$  \hspace{1cm} (15)

Because of measurement error in $Y$, we instead use the linear regression model

$$E(Y^* | X) = \beta_0 + \beta_X^* X.$$  \hspace{1cm} (16)

As in the case of measurement error in a covariate, our interest is in whether and how $\beta_X^*$ is different from $\beta_X$, whether the precision with which we estimate $\beta_X^*$ is different from the precision with which we estimate $\beta_X$, and whether the usual statistical test of the hypothesis that $\beta_X^* = 0$ is a valid test of the hypothesis that $\beta_X = 0$.

Under the classical error model for $Y^*$, that is $Y^* = Y + U$ (as in Equation (1)), $Y^*$ is an unbiased measure of $Y$. Hence the expectation of $Y^*$ is equal to the expectation of $Y$; $E(Y^*) = E(Y)$. The same holds if we condition on any covariates $X$; $E(Y^* | X) = E(Y | X)$. Therefore, a regression of $Y^*$ on $X$ yields unbiased estimates of $\beta_0$ and $\beta_X$, in other words $\beta_X^* = \beta_0$ and $\beta_X^* = \beta_X$. See the graph on the left-hand side of Figure 3. This contrasts with the attenuation effect of classical measurement error in a single covariate $X$. It follows also that a test of the hypothesis that $\beta_X^* = 0$ is a valid test of the hypothesis that $\beta_X = 0$. Although the regression coefficients are not affected by replacing $Y$ by the error prone measure $Y^*$ when the error is classical, the fitted line from the regression of $Y^*$ on $X$ will have greater uncertainty than that from a regression of $Y$ on $X$, and the precision with which $\beta_X^*$ is estimated using $Y^*$ is lower than that with which $\beta_X$ is estimated using $Y$. Consequently, the power to detect an association between $X$ and the outcome is lower when using $Y^*$ than when using $Y$. One way of understanding this is to note that $\text{var}(Y^* | X) = \text{var}(Y | X) + \text{var}(U)$. The additional variability in $Y^*$ compared with $Y$ is absorbed into the residual variance in the regression of $Y^*$ on $X$, and the variance of the estimator $\hat{\beta}_X^*$ is a function of the residual variance.

Suppose now, instead, that the error in $Y^*$ takes the linear measurement error form

$$Y^* = a_0 + a_Y Y + U,$$  \hspace{1cm} (17)

where $U$ is a random variable with mean 0, constant variance, and independent of $Y$, as in Equation (2). Under this model we have $E(Y^*) = a_0 + a_Y E(Y)$. It follows, from Equation (15), that $E(Y^* | X) = (a_0 + \beta_X a_Y) + a_Y \beta_X X$. Measurement error of this form therefore results in biased estimates of the association between $X$ and the outcome.
In the measurement error models for $Y^*$ considered above, the error is nondifferential with respect to $X$. One example of when differential measurement error in an outcome can arise is in a randomized study of two treatments ($X$), in which the nature of the treatments results in differential reporting of the outcome in the two treatment groups. Differential error in $Y^*$ may take the simple classical form, as in Equation (1), but with different error variances, $\text{var}(U)$, in the two treatment groups. This does not result in bias in the estimate of $\beta_X^*$. However, it does result in heteroscedasticity in the residual variance. More usually, differential measurement error in an outcome could take the form of different degrees of systematic error: $Y^* = \alpha_X + \alpha_X Y + U$ for two groups $X = 0$ and $1$. The effect of this is that an estimate of $\beta_X^*$ is a biased estimate of $\beta_X$. The bias may be either towards or away from the null value 0, depending on the form of the differential error.\(^{45}\)

Outcome variables may also be subject to Berkson error, though this is perhaps less common than Berkson error in covariates. We explained in Section 2.1 how Berkson error arises in variables that are derived as the result of a prediction or calibration equation. Hence Berkson error in an outcome could arise if, instead of observing $Y$, we observe $Y^*$ which has been obtained as the fitted value from a prediction model for the outcome $Y$. The Berkson error model (Equation (3)) is $Y = Y^* + U$, where $U$ has mean zero and is independent of $Y^*$. Here we focus on nondifferential Berkson error, meaning that $Y^*$ and $X$ are independent conditional on $Y$. To understand the effect of nondifferential Berkson error in an outcome variable, recall that under this error model, and when $Y^*$ and $U$ are normally distributed, the measured outcome follows a linear regression model $E(Y^*|Y) = \alpha_0 + \alpha_Y Y$. Using this result, we can see that the coefficient $\beta_X^*$ in Equation (16) can be expressed as:

$$
\beta_X^* = \frac{\text{cov}(X,Y^*)}{\text{var}(Y^*)} = \alpha_X \frac{\text{cov}(X,Y)}{\text{var}(Y)}.
$$

The true coefficient of interest from Equation (15) is $\beta_X = \frac{\text{cov}(X,Y)}{\text{var}(Y)}$. Also using the result that $\alpha_Y = \frac{\text{cov}(Y,Y^*)}{\text{var}(Y^*)}$, we have the relation $\beta_X = \frac{\text{var}(Y^*)}{\text{var}(Y)} \beta_X = \frac{\text{var}(Y^*)}{\text{var}(Y)} \beta_X = \frac{\text{var}(Y^*)}{\text{var}(Y)^2 + \text{var}(U)} \beta_X$. Since the ratio $\frac{\text{var}(Y^*)}{\text{var}(Y)^2 + \text{var}(U)}$ lies between 0 and 1, the effect of this type of error is to attenuate the estimated regression coefficient.\(^{46}\) See the graph on the right-hand side in Figure 3.

Recalling that in a simple linear regression of $Y$ on $X$, Berkson error in covariate $X$ causes no bias in the estimated regression coefficient, one sees that the effects of nondifferential classical error and Berkson error in an outcome variable are the reverse of their effects in a covariate. As with differential classical error, differential Berkson error in an outcome variable may cause over-estimation or under-estimation of $\beta_X$.

### 3.3.2 Binary outcomes

We have seen in Section 3.3.1 that nondifferential and unbiased measurement error (as in model (1)), yielding a surrogate $Y^*$ for continuous $Y$, preserves linear model structure, that is, $E(Y^*|X) = E(Y|X)$, with the only impact of the
measurement error being an increase in residual variance. However, it is quickly apparent that this same relationship does not hold if \( Y \) is categorical, as we now show. Misclassification in a binary outcome (Section 2.2) can be expressed in terms of the sensitivity \( \text{Sn}(X) = \Pr(Y^* = 1 \mid Y = 1, X) \) and specificity \( \text{Sp}(X) = \Pr(Y^* = 0 \mid Y = 0, X) \). The sensitivity and specificity may be differential, that is, dependent on \( X \), or nondifferential, in which case \( \text{Sn}(X) \) and \( \text{Sp}(X) \) do not depend on \( X \). Noting that \( \mathbb{E}(Y \mid X) = \Pr(Y = 1 \mid X) \) and \( \mathbb{E}(Y^* \mid X) = \Pr(Y^* = 1 \mid X) \), these probabilities are related using the sensitivity and specificity as

\[
\Pr(Y^* = 1 \mid X) = (1 - \text{Sp}(X)) + (\text{Sn}(X) + \text{Sp}(X) - 1) \Pr(Y = 1 \mid X),
\]

and are equal only when \( \text{Sp}(X) \) and \( \text{Sn}(X) \) equal 1.

The association between a binary outcome and covariate \( X \) is typically modeled using a logistic regression model, for example

\[
\log \frac{\Pr(Y = 1 \mid X)}{\Pr(Y = 0 \mid X)} = \beta_0 + \beta_X X,
\]

where \( \beta_X \) is the log odds ratio of interest. Using the measured outcome, we would instead fit the model

\[
\log \frac{\Pr(Y^* = 1 \mid X)}{\Pr(Y^* = 0 \mid X)} = \beta_0^* + \beta_X^* X.
\]

It can be shown that, provided the misclassification in \( Y \) is nondifferential with respect to \( X \), meaning that \( \text{Sn}(X) \) and \( \text{Sp}(X) \) do not depend on \( X \), the impact of the misclassification is that the log odds ratio \( \beta_X^* \) is attenuated relative to \( \beta_X \). However, if the misclassification is differential, that is if the sensitivity or specificity differ for different values of \( X \), the effect on the log odds ratio can be a bias either away from or towards the null value 0. The effects of nondifferential and differential misclassification are illustrated in Figure 4.

### 3.4 Effects of measurement error on estimating the distribution of a variable

In some cases, there is interest in describing what we have termed an “outcome” variable not in relationship to other variables, but to estimate the distribution of the variable in the population. Examples include estimating the distribution of food intakes and physical activity levels for a population. As above, we consider the true outcome, \( Y \), to be the variable that we want to measure, and its measurement, \( Y^* \), to be an error-prone version.

Most commonly, we are interested in a continuous measure and assume a classical error model for \( Y^* \). As noted in Section 3.3.1, the classical error model leads to \( E(Y^*) = E(Y) \), and \( \text{var}(Y^*) = \text{var}(Y) + \text{var}(U) \); in other words, the mean of the distribution of \( Y^* \) is unbiased, but the variance of \( Y^* \) overestimates the variance of \( Y \). Under a Berkson error model, the mean of \( Y^* \) is again unbiased for the mean of \( Y \), but \( \text{var}(Y^*) = \text{var}(Y) - \text{var}(U) \) so the variance of \( Y^* \) underestimates
Table 1: Effects of measurement error according to type of error and target of the analysis

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Target</th>
<th>Nondifferential error</th>
<th>Differential error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classical</td>
<td>Linear</td>
<td>Berkson</td>
</tr>
<tr>
<td>Single error-prone covariate regression</td>
<td>Regression coefficient</td>
<td>Underestimated</td>
<td>Biased in either direction</td>
</tr>
<tr>
<td></td>
<td>Test of null hypothesis</td>
<td>Valid</td>
<td>Valid</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>Reduced</td>
<td>Reduced</td>
</tr>
<tr>
<td>Regression with multiple error-prone covariates</td>
<td>Regression coefficients</td>
<td>Biased in either direction</td>
<td>Biased in either direction</td>
</tr>
<tr>
<td></td>
<td>Tests of null hypothesis</td>
<td>Invalid</td>
<td>Invalid</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>Not applicable&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Not applicable&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Regression with error-prone outcome variable</td>
<td>Regression coefficients</td>
<td>Unbiased</td>
<td>Biased in either direction</td>
</tr>
<tr>
<td></td>
<td>Tests of null hypothesis</td>
<td>Valid</td>
<td>Valid</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>Reduced</td>
<td>Reduced</td>
</tr>
<tr>
<td>Distribution with an error-prone continuous variable</td>
<td>Mean</td>
<td>Unbiased</td>
<td>Biased in either direction</td>
</tr>
<tr>
<td></td>
<td>Lower tail percentiles&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Underestimated</td>
<td>Biased in either direction</td>
</tr>
<tr>
<td></td>
<td>Upper tail percentiles&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Overestimated</td>
<td>Biased in either direction</td>
</tr>
</tbody>
</table>

<sup>a</sup>Unbiased and valid only when the Berkson error is independent of the other covariates in the model.

<sup>b</sup>The power of a test is only meaningful when the test of the null hypothesis is valid.

<sup>c</sup>The percentiles affected depends on the distribution of \( Y \).

The variance of \( Y \). For other types of error models, such as the linear measurement error model, the variance of \( Y^* \) may vary in either direction from the variance of \( Y \). Thus, the distribution of \( Y^* \) is generally biased for important features of the distribution of \( Y \). In Part 2, Section 3, we discuss methods to estimate the distribution of \( Y \) when only an error prone \( Y^* \) can be observed.

3.5 Summary of results in this section

This section has dealt with the effects of measurement error and misclassification on the results of commonly used statistical procedures. To provide an overview, we summarize the main results in a table (Table 1). In Section 6, we will consider some analysis methods commonly used with continuous variables to mitigate these effects. However, because these adjustments usually require data from ancillary studies that investigate the measurement error, we will first consider such studies in Sections 4 and 5.

4 Ancillary Studies for Assessing the Nature and Magnitude of Measurement Error

4.1 General principles

To adjust estimates and hypothesis tests for the effects of measurement error, one needs information on the measurement error model and its parameters. If at the time of designing the study, the measurement error model and its parameters are fully known then one may use the information to form a correct analysis method. In epidemiology, however, there is
often a severe lack of information about measurement errors and ancillary studies are sorely needed for ascertaining the nature and magnitude of the measurement error.

Ancillary studies involve the use of additional measurements alongside the error-prone measurement $X^*$ to provide information about the measurement error. In practice, the nature of ancillary studies varies according to the type of errors of measurement expected and the availability of more accurate methods of measurement that may be used as reference values. We will see this in Section 4.3, where we present a brief survey of reference instruments available for selected exposures used in epidemiology. There is no universally accepted terminology for the different types of ancillary studies that are used. Here we describe three types, which we refer to as validation studies, calibration studies, and replicates studies.50

### 4.2 Classification of the types of ancillary study

In a validation study, a measurement of the true value of the variable, $X$, is obtained, as well as the main error-prone measurement $X^*$, for some individuals. The measure of the true value $X$ is often also referred to as the reference measurement. A validation study is the cleanest type of ancillary study and in this case, the model relating $X^*$ to $X$ can be inferred directly from the data.

Suppose $X^*$ follows the linear measurement error model in (2). If the true value $X$ cannot be ascertained, then a measurement that is unbiased at the individual level (ie, that is known to conform to the classical measurement error model (1)) may be used in its place. We call this a calibration study. The unbiased measurement, which we denote $X^{**}$, is also often referred to as the reference measurement, and it comes with the extra requirement that its random errors are independent of the errors of the main error-prone measurement $X^*$.

A calibration study, as described above, can provide the data for the method of measurement error adjustment known as RC that we will present in Section 6. A single measure using the reference instrument is sufficient to enable use of RC. However, to identify all the parameters of the measurement error models for $X^*$ and $X^{**}$, the reference measurement with classical error must be repeated within individuals so as to assess the magnitude of its random error. In particular, this enables the correlation coefficient between the main error-prone measurement $X^*$ and the true value $X$ to be estimated. A key assumption in this is that the errors in the repeated measurements obtained using the reference instrument are independent. The repeated measures should be obtained at a sufficiently distant time to ensure such independence, though not so distant that the true underlying value has changed for an individual.

When working with self-reported data, it sometimes occurs that $X^*$ comes from a short questionnaire that is inexpensive to collect and the desire is to validate it against another more intensive self-report procedure that is used as the reference measurement. Unfortunately, this reference measurement may also be biased (although less so), and it is often found that it has errors that are correlated with those using the short questionnaire. This can be considered a type of calibration study, but one with an imperfect reference measurement. In this case, the calibration study will provide estimates of the parameters of the measurement error or misclassification model that are somewhat biased.

A special case, commonly occurring in epidemiology, is where it is assumed that the main error-prone measurement $X^*$ has classical measurement error. Then the parameters of the measurement error model may be estimated from repeated applications of the main error-prone measurement method within individuals. No measurements of the true value of the variable are required. We refer to an ancillary study of this type as a replicates study; it is also sometimes known as a reproducibility study or a reliability study. Under the assumption that the errors in the repeated measurements of $X^*$ are independent, the data from a replicates study are sufficient to estimate the parameters of the classical measurement error model. Carroll et al6(see 1.7) describe how to use data from such a study to check whether the assumptions of the classical model really hold. It is sometimes found that the classical model holds only after a transformation (eg, logarithmic) of the variable.

Ancillary studies of the three types described above are best nested within the main study. For example, a subgroup of participants in a cohort study may be asked to provide not only the main error-prone measurement of exposure but also the additional measurement(s), these being the true measurement $X$ (validation study), the reference measurement (calibration study), or the repeated measure (replicates study). In this case, the study is called an internal study. It may be usually desirable that the subgroup of participants are, as far as possible, a random sample (simple or stratified) of those in the main study. In settings where $E(X|X^*, Z)$ is being estimated via a regression, then sampling schemes stratified on variables in this regression could achieve better precision of the coefficients in the calibration equation compared with simple random sampling. For example, in linear regression, oversampling the
extremes and increasing the variance of \( X^* \) can be more efficient than simple random sampling in terms of decreasing the variance of the estimated regression parameters; optimal sampling schemes for multivariable regression can also be derived.\(^2\)

Ancillary studies that are conducted on a group of individuals not participating in the main study are called external studies. External studies are less reliable than internal ones for determining the parameters of the measurement error model, since the estimation involves an assumption of transportability between the group of participants in the ancillary study and the group participating in the main study. Carroll et al.\(^6\) describe the dangers of transporting a model derived from an external study. However, in many circumstances, the only information available about the measurement error comes from an external study, and careful use of such information (accompanied by sensitivity analyses) can add greatly to the understanding of results (see Part 2, Section 6 of our article).

Estimation of the error variance in a Berkson model is often problematic, since in these applications reference measurements are typically difficult to obtain. In some applications, the Berkson error comes from the use of an \( X^* \) derived from a prediction equation for \( X \), and in that case the residual error variance estimated from the source data that yielded the equation can serve as the Berkson error variance estimate. See, for example, Tooze et al.\(^26\)

In Section 5 we will discuss the desirable size of a validation, calibration, or replicates study. For further reading on these types of study see Kaaks et al.\(^53\)

We will see each of the types of study described above in the following survey of exposure measurements in different areas of epidemiology. Before proceeding to the survey, it should be noted that, when reporting the results of validation, calibration or replicates studies, most investigators limit themselves to presenting correlations between the measurements from their instrument and the reference instrument (sometimes adjusting for the within-person variation in the reference measurement). However, they usually do not use the information from their study to determine the measurement error model and its parameters. As a result the information required for adjusting estimates in the main study for measurement error or misclassification is not reported or used, and the study is used simply to report that the study instrument has been “validated”!\(^5\) Investigators should be encouraged to use ancillary study data to better interpret the results of their main study.

This section has implicitly focused on the situation in which error is nondifferential. However, similar principles apply when there is differential measurement error. In that case, parameters of the measurements error model depend on the outcome \( Y \), and data in the ancillary study should be obtained in such a way that all relevant parameters can be estimated. In particular, the ancillary study requires information on the outcome. This is discussed further in Part 2, Section 2 where measurement error correction methods that address differential error are outlined.

4.3 | Reference instruments available for selected exposures used in epidemiology

4.3.1 | Nutrition

Of all the areas of epidemiology, nutritional epidemiology has probably paid the most attention to measurement errors of exposure.\(^54\) Nearly all nutritional epidemiological studies rely on self-reported dietary intakes as their main measure of exposure. However, these are known to be subject to considerable error, especially if exposure is defined as the usual (or average) intake over a long period, the measure that is thought to be of most relevance to the epidemiology of chronic diseases. There is no known way of getting an exact value of this measure, so true validation studies do not exist.

For a few dietary components (energy, protein, potassium, and sodium) unbiased measurements of short-term intake exist—they are called recovery biomarkers—and can be used as the reference measurements in calibration studies.\(^53\) For all other dietary components—foods (eg, vegetables, meat) and other nutrients (eg, fat, fiber)—the usual practice is to rely on a second more accurate self-report method as the reference measurement (calibration study with an imperfect reference measurement). When the main measurement \( X^* \) is a food frequency questionnaire (FFQ)—a relatively short questionnaire that asks the individual to report on average intake over the past several months (up to 12 months)—24-hour recalls or multiple-day food records in which the participant reports on intakes over a short period in the immediate past are used as the reference. This is less than ideal, since these more accurate methods are nevertheless somewhat biased and also have errors that are correlated with the errors in the FFQ report. However, they are the best method currently available.\(^55\) Prentice and others, using data from a unique large feeding
are currently engaged in expanding the list of dietary components for which unbiased measurements are available.

Another type of reference instrument used is a (nonrecovery) biomarker that is related to the intake of the nutrient or food consumed (e.g., serum cholesterol for saturated fat intake). Such biomarkers are usually subject to a high degree of metabolic regulation that varies across individuals and consequently do not provide an unbiased measure of intake, and are not, by themselves, helpful in determining the measurement error model, although they have been used alongside other methods, to gain understanding of measurement error.56,57

The measurement error model for self-reported dietary intakes has been shown not to conform to the classical model17 so replicates studies are not a true option. However, many investigators, in the absence of anything better, have adopted the assumption that 24-hour recalls provide unbiased measurements and have based measurement error adjustment on studies of repeated measurements from this instrument (eg, Beaton et al59).

4.3.2 Physical activity

As in nutritional epidemiology, in large studies physical activity has mostly been assessed by self-reports using questionnaires, of which there are many variants. A large number of smaller studies have been conducted to “validate” these questionnaires (see the National Cancer Institute (NCI) website https://epi.grants.cancer.gov/paq/validation.html) and a few studies have used a measurement error model framework to adjust estimated associations of physical activity with health outcomes, for example Spiegelman et al,60 Ferrari et al,3 Nusser et al,61 Tooze et al,26 Neuhouser et al,62 Lim et al,63 Matthews et al,64 and Shaw et al.65 The reference instruments that have been used generally fall into three main categories: doubly labeled water, accelerometers, and physical activity diaries. Doubly labeled water is a technique used to obtain an unbiased measure of total energy expenditure (TEE) and it is useful for determining the measurement error model for TEE measured by a questionnaire through a calibration study.56

Since many physical activity questionnaires and recalls are designed to measure physical activity level (PAL) which is defined as the ratio of TEE to basal energy expenditure (BEE), then for determining a measurement error model for PAL, a reference measure for BEE is also needed, and may be provided by direct or indirect calorimetry. BEE has also been estimated by using a prediction equation; however, this measure of BEE exhibits Berkson error (Equation (3)). In this case, it may be necessary to have a calorimetry measure of BEE on at least a subset of participants to form a suitable reference measurement for PAL.26

Unbiased reference measures of other physical activity measurements that can be derived from questionnaires, such as hours of moderate or vigorous activity, are currently lacking. Accelerometers do provide information on such measurements and, although not completely unbiased, they may be used as the reference in a calibration study with an imperfect reference measurement. Physical activity diaries are more accurate than questionnaires,3 but still rely on self-report. They may therefore be regarded in a similar manner to 24-hour recalls or multiple-day records of food intake, not ideal as references but usable in circumstances where other references, such as accelerometers or doubly labeled water, are infeasible or unsuitable (eg, the activity measure of interest is something that cannot be measured by either of them, such as the amount of time spent in anaerobic exercise).

4.3.3 Smoking

Since smoking is a causal factor in a range of chronic diseases, it is often collected as a potential confounding variable in chronic disease epidemiology studies. The usual mode of collection is through self-report questionnaires. The most common method of “validation” of self-reported smoking status is biochemical. Three different metabolites may be measured: thiocyanate in the blood, urine or saliva; cotinine in the saliva, blood, urine or hair; and exhaled carbon monoxide.67 Although these measurements are made on a continuous scale, they have been used mostly as binary indicators (smoker or nonsmoker) using a predetermined cut-off point (that has varied among investigators). Thus, these studies report misclassification rates (sensitivity and specificity), rather than measurement error model parameters or correlations. When calculating these rates, the investigators have usually assumed that the biochemical measurement yields the true smoking status, and, thus, that the study is a validation study. Biochemical validation has been used most frequently in smoking cessation trials, where it has become the standard method of assessing the outcome.68 Its use in observational studies is less widespread, but nevertheless many validation studies have been conducted in this setting. For a review of cotinine-based validation studies, see Rebagliato.69
4.3.4  Air pollution

Research studies into links between air pollution exposure and health outcomes have often taken the form of longitudinal studies, where time series of air pollution levels in different geographical areas are compared with levels of a disease, such as asthma, at the same location and time (with a possible lag effect). Exposures are often assessed using a mathematical model that is applied to serial measurements of the concentration of certain particles in the air at fixed locations and to other information such as temperature, wind strength and direction, and topology, so as to provide an estimate of the ambient pollution at a given time and location. Zeger et al discuss the type of measurement error inherent in such estimated exposures when used as measures of exposure at the individual level, and conclude that it is a mixture of Berkson and classical errors (see Part 2, Section 5.1 of our article). The accepted gold-standard for measuring personal exposure is through a personal monitoring device, which is assumed to provide unbiased measures of true exposure. For a review, see Koehler and Peters. For example, exposure at the individual level was recorded in the PTEAM study on a personal monitor for measuring inhalable (PM10) particles or fine (PM2.5) particles; this can then be used in a calibration study. In the Augsburger Environmental Study repeated measures from a personal monitor measuring ultrafine particle concentrations were available from an external sample, giving an external replicates study. For the Augsburger Environmental Study, methods for handling the mixture of classical and Berkson error were developed in Deffner et al and applied to the data. A valuable resource for investigation of measurement error modeling methods are the data from the Nine City Validation Study on personal daily exposure to PM2.5 particles compared to PM2.5 of ambient origin based on the nearest EPA monitor and spatio-temporal smoothed exposure estimates. These data may be requested at the website https://www.hsph.harvard.edu/pm2-5-validation-dataset/.

4.3.5  Other exposures

There is, of course, no end of other exposures that are relevant to questions of public health and it can be assumed that many of them cannot be measured without substantial error. In some cases, such as blood pressure measurement, a gold standard measurement (intra-arterial blood pressure) exists and validation or calibration studies of more approximate measurement procedures (eg, sphygmomanometer) can be conducted to determine the measurement error model. In other cases, it is thought that the measurement, if not exact, is at least unbiased (eg, serum cholesterol) and replicates studies are sufficient to estimate the statistical magnitude of the error and make corrections for its impact. However, often neither of these situations exists and the best that can be done is to compare the main measurement method used with a method that although imperfect is thought to be better (calibration study with an imperfect reference measurement). For example, body mass index (BMI), as a measure of body fat, may be compared with percent body fat measured by bioelectrical impedance analysis. In Part 2, Section 6 of our article, we discuss these many cases where it is known that the measured exposure is subject to considerable measurement error, but the measurement error model is in some sense unknown.

5  DESIGN OF STUDIES WHERE ONE OR MORE OF THE MAJOR COVARIATES IS MEASURED WITH ERROR

In view of the impacts that measurement error or misclassification have on study results, it is advisable to take account of the error at the design stage. To do that, aside from defining the main aim of the study and its target estimate, one needs information on the measurement error model and its parameters. Only then can one make the appropriate adjustment to the design in the form of a change in sample size, or more fundamentally a change in the measurement of the error-prone variable in question. In addition, as we already showed in Section 4, the information about the measurement error model plays a central role in making adjustments for measurement error in the analysis of the main study. A number of authors have discussed design issues in the presence of measurement error. In Section 4, we described ancillary studies that are conducted to obtain information about the measurement error model. We will now deal with determining how large such studies should be and then proceed to methods for calculating statistical power in the presence of measurement error as an aid to deciding on the design of the main study.
Our focus in this section is on the size of the ancillary study. An alternative scenario is that a total cost is assigned and that sample sizes for the main study and ancillary study are derived according to requirements for meeting a specified objective. More work is needed on sample size calculations for this situation.

5.1 Size of ancillary studies

Relatively little attention has been paid to the appropriate size of an ancillary substudy, and we provide here a guideline. A first principle is that the size of the ancillary study is decided in relation to its contribution to the main study’s goal. Therefore, we must specify, among other things, what is the target of interest in the main study, and what is the desired statistical power for testing the exposure-outcome association.

As in Section 3.1.1, we limit ourselves to the situation of a single exposure \( X \) that is measured by \( X^* \) with nondifferential linear measurement error, and focus on the aim of estimating the slope in a simple linear regression model of a health outcome \( Y \) on \( X \). To recap, we consider the model:

\[
E(Y|X) = \beta_0 + \beta X \tag{21}
\]

If we were to use \( X^* \) in place of \( X \), then we would obtain instead a different regression model:

\[
E(Y|X^*) = \beta^*_0 + \beta^* X^* \tag{22}
\]

In the main study, \( Y \) and \( X^* \) are observed in all participants. In the ancillary substudy, a “reference” measurement, \( R \), equal to \( X \) or an unbiased measurement of \( X \), is observed in addition to \( X^* \). In the terminology of Section 4 we are therefore in the situation of a validation or calibration study. As discussed in Section 3.1.1, the linear model in (22) does not always hold, but is often a good approximation.

Recall from Section 3.1 that, when \( X^* \) is measured with nondifferential linear error, the relation \( \beta^* = \lambda \beta \) holds, where \( \lambda \) is the attenuation coefficient. Therefore, a simple “adjusted estimate” of \( \beta \) is obtained by dividing the estimate of \( \beta^* \) (that comes from the main study) by an estimate of \( \lambda \) that is obtained from the ancillary study (see Section 6). In simple cases, \( \lambda \) is estimated by the slope of the linear regression of \( R \) on \( X^* \). The variance of the adjusted estimate of \( \beta \) can then be expressed by the approximation

\[
\text{var}(\hat{\beta}) = \frac{\text{var}(\hat{\beta}^*)}{\lambda^2} + \frac{\beta^* X^* \text{var}(\hat{\lambda})}{\lambda^4}. \tag{23}
\]

The second term on the right-hand side of (23) represents the extra uncertainty introduced into the estimate of \( \beta \) by the uncertainty in the value of \( \lambda \). We may choose the size of the validation/calibration study to minimize the impact of this extra uncertainty, specifically so that the second term of the right-hand side of (23) will be a small fraction, \( f \), of the first term. For example, if the size of the main study will provide 50% power for a test of the null hypothesis that \( \beta^* = 0 \) at the 5% significance level when the true value is \( \beta^*_0 \), that is, that approximately \( \text{var}(\hat{\beta}^*) = \beta^*_0^2 / 4 \), we obtain \( \text{var}(\hat{\lambda}) = f \lambda^2 / 4 \).

If the investigator is planning to test the association with exposure at a two-sided level \( \alpha \) (maybe different from 0.05) with power \( 1 - \omega \) (maybe different from 0.5), then the factor 4 may be replaced by \( [\Phi^{-1}(1-\alpha/2) + \Phi^{-1}(1-\omega)]^2 \), where \( \Phi \) is the standard normal cumulative distribution function. In the validation study case where the reference measurement \( R \) equals \( X \), we can apply the formula for the variance of a regression slope and, simplifying, we obtain the formula for the sample size of the validation study \( n_v \), as:

\[
n_v = \left\{ \Phi^{-1} \left(1 - \frac{\alpha}{2}\right) + \Phi^{-1}(1-\omega) \right\}^2 (1 - \rho^2_{XX^*}) f \rho^2_{XX^*}, \tag{24}
\]

where \( \rho^2_{XX^*} \) is the squared correlation coefficient between \( X \) and \( X^* \).

For example, if \( f = 0.1, \alpha = 0.05, \omega = 0.50 \) and \( \rho_{XX^*} = 0.4 \), then a sample size \( n_v = 210 \) will ensure that the variance of the adjusted estimate of \( \beta \) will not increase by more than about 10% (\( f = 0.1 \)) as a result of the uncertainty in estimating \( \lambda \). Clearly, the larger the degree of measurement error, the larger the validation/calibration study that will be needed. If
instead of a study with 50% power, the investigator plans a study with 90% power (\(\omega = 0.10\)), then \(n_v = 550\). Thus, the higher the power desired in the main study, the larger the required validation/calibration study.

Note that the quantity \(\rho_{XX^*}\) will not be known precisely before the validation study is conducted—indeed it is one of the quantities that we hope to estimate from the validation study data. Consequently, a plausible value will need to be specified in order to use formula (24). This is not unlike needing to specify an exposure’s hitherto unknown effect on the outcome in order to calculate the sample size of a main study.

If reference measurement \(R\) is an unbiased, but not exact, measure of exposure with random errors, as in a calibration study, then a different formula based on the approximation \(\text{var}(\lambda) = f \lambda^2 / (\Phi^{-1}(1 - \alpha/2) + \Phi^{-1}(1 - \omega))^2\), may be derived for \(n_v\). Kaaks et al\(^8^3\) supply details for the setting where there is a log-linear relation between the incidence rate of disease and error-prone exposure of interest, albeit with very different notation. For problems with two or more exposures measured with error, although the same principles may be used, the sample size formulas have not been derived.

### 5.2 Calculating statistical power and sample size in the presence of measurement error

#### 5.2.1 Continuous \(X\) and \(X^*\)

In what follows, we assume that the investigator is planning the sample size by specifying the regression coefficient associated with \(X\). In this situation, adjustment for the measurement error needs to be made, as specified below. If, however, the investigator prefers to specify the regression coefficient associated with \(X^*\) (thus taking into account within this specification the measurement error) then no further adjustment is required and the material that follows in this subsection is irrelevant.

For simplicity, we assume, as in Section 2.1, that the study is designed in order to elucidate the association between a continuous exposure \(X\) and health outcome \(Y\), and that \(X\) is univariate. We assume that in the main study we observe \(X^*\), and not \(X\), where \(X^*\) measures \(X\) with nondifferential linear measurement error. There may or may not be other exactly measured covariates \(Z\) that need to be in the model relating \(Y\) to \(X\).

In Section 3.1.1, just after Equation (7), we noted that when \(Y\) is continuous and is linked to exposure \(X\) through a linear regression, then when there are no covariates \(Z\), the measurement error effectively lowers the sample size by \(\rho_{XX^*}^2\), the squared correlation between \(X\) and \(X^*\). If, however, there are covariates \(Z\), the effect of measurement error effectively lowers the sample size by the factor \(\rho_{XX^*|Z}^2\), the squared partial correlation between \(X\) and \(X^*\) given \(Z\). Thus, to achieve comparable power to what would happen if \(X\) were observed, using \(X^*\) requires increasing the sample size, sometimes dramatically.

Indeed, the sample size needs to be increased by the factor \(1 / \rho_{XX^*}^2\), or, where covariates \(Z\) are included, by the factor \(1 / \rho_{XX^*|Z}^2\). For example, if the correlation between \(X\) and \(X^*\) is 0.40, measurement error means that the required sample size will be \(6.25 = 1/(0.40)^2\) times larger than it would be if \(X\) were observable.

Consider now logistic and Cox regression. As described in Section 3.1.4, the results given above for linear regression serve as good approximations for logistic, Poisson and Cox regression, under the proviso that \(\beta_X\) remains “small to moderate”—see also Devine and Smith,\(^8^1\) McKeown-Eyssen and Tibshirani,\(^8^2\) and White et al.\(^8^3\) In Tosteson et al.,\(^8^4\) power and sample size issues are described for logistic regression but without the “small to moderate” assumption. These authors show in their Figure 2 an example wherein the sample size actually needs to be increased by another 2%-5% for logistic regression above the increase discussed in the previous paragraph.

This discussion suggests the following strategies for calculating sample size and power in studies where the main exposure \(X\) is measured with error:

1. Use any information available about the distribution of \(X\) and its anticipated association with \(Y\) to set a sample size, \(n_X\), in the ideal event that \(X\) could have been observed. Also, for this sample size, \(n_X\), compute the resulting power function, say \(\text{pow}_X(\beta_X)\). See Self and Mauritsen\(^8^5\) for such calculations for generalized linear models. Then, when using \(X^*\), inflate the sample size as described above to \(n_{X^*} = n_X / \rho_{XX^*}^2\), and evaluate the power function as \(\text{pow}_{X^*}(\beta_X) = \text{pow}_X(\lambda \beta_X)\), where \(\lambda\) is the attenuation factor defined in Section 3.1.

2. For a binary outcome and logistic regression, unless using the method in Tosteson et al.,\(^8^4\) inflate the sample size by an extra 2%-5%.

The following is an example of an adjustment to the sample size calculation required for a hypothetical cohort study of the association between the sodium-potassium (Na-K) intake ratio of an individual with all-cause mortality. Previous
information indicates that the variance of the log of the true usual (ie, long-term average) sodium-potassium intake ratio in the USA has a population standard deviation of 0.35. Suppose also that the expected hazard ratio for all-cause mortality per change of 0.35 in log usual Na-K intake ratio is 1.17, consistent with a study based on a NHANES cohort. Then the number of deaths, \( D \), required to provide 1 – \( \omega \) power to detect such an effect using a two-sided Wald test at level \( \alpha \) is given by

\[
D = \left( \frac{z_{1-\frac{\alpha}{2}} + z_{1-\omega}}{\sigma^2_X \beta_X^2} \right)^2
\]

where \( \beta_X \) is the log hazard ratio for a change of 1 unit in continuous variable \( X \), and \( \sigma^2_X \) is the variance of \( X \). Setting \( \alpha = 0.05 \), \( \omega = 0.1 \), \( \sigma^2_X = 0.35^2 \), and \( \beta_X = \frac{\log(1.17)}{0.35} = 0.45 \), we obtain \( D = 423 \). However, the dietary report instrument we wish to use in our cohort is a FFQ, which measures dietary intake with error. From the OPEN validation study of dietary report instruments in which unbiased measures of sodium and potassium intakes were measured, the correlation between true FFQ Na-K intake ratio and the true ratio conditional on age and gender can be estimated as 0.45. Then the study should be designed to observe \( 423 / (0.45^2) = 2,089 \) deaths. This approximately 5-fold increase in the required observed number of deaths could be achieved by increasing sample size, increasing length of follow-up, including a larger proportion of elderly persons in the cohort, or some combination of these.

5.2.2 Binary \( X \) and \( X^* \)

In Section 3.2.1, we described attenuation for a continuous outcome \( Y \) when both \( X \) and \( X^* \) are binary. The guidelines in Section 5.2.1 will be useful also in this case. While formulae for power and sample size determination can be obtained for the binary \( X \) and \( X^* \) case, to the best of our knowledge there are no publicly available programs to do this. It would be useful to have such programs.

6 ANALYSIS OF STUDIES WHERE ONE OR MORE OF THE MAJOR COVARIATES IS MEASURED WITH ERROR

In Section 3 we described the impact of measurement error in covariates on study results in the event that no statistical adjustments are made for the presence of that measurement error. In Sections 4 and 5 we outlined what additional information is needed about the form and magnitude of measurement error and how to accommodate the need to address the impact of measurement error at the design stage of a study. We now describe in this section two of the simpler methods for adjusting the statistical analysis so that the resulting estimates of key parameters will be free (or approximately free) of the bias induced by measurement error—RC and SIMEX. We focus on regression problems with one or more covariates that are measured with error that conforms to the classical or linear measurement error model. More complex methods for this problem and methods for other types of problem, including misclassification, are described in Part 2 of this article.

It should be noted that, when the measurement error causes attenuation, the estimates from the two methods described will have variance that is larger than the estimates based on applying the standard analysis as if all variables were measured exactly—such estimates are sometimes referred to as naïve estimates and their bias is described in Section 3.1. How much larger the variance of the adjusted estimates will be will depend on the level of attenuation and the size of the validation, calibration, or replicates study (see Section 4.1). Thus practitioners are often confronted with a bias-variance trade-off in their choice of estimation method. In the analyses below, the estimated standard errors of the estimates derived from the correction methods are made to account for the extra uncertainty introduced by the measurement error.

We will illustrate RC with an example from the OPEN study. This was a dietary intake calibration study (Section 4.2) using unbiased reference measurements, conducted in 484 adult volunteers aged 40-69 years, resident in Maryland, USA in 1999-2000. Participants reported on their dietary intake using a FFQ, provided two 24-hour urines for measuring sodium and potassium intake, and provided samples for measuring total energy intake through doubly labeled water. The target dietary measures are considered to be average daily potassium intake density and sodium intake density, where the density is the ratio of the intake to total energy intake. The issue to be addressed will be the association of these intakes with a person’s BMI. The questionnaire responses are considered to have linear measurement error and the urinary data are considered to have classical measurement error (since they measure only a single day’s intake with unbiased, independent assay error). The errors in the questionnaire and urinary measurements are assumed to be uncorrelated. Furthermore, the errors in both questionnaire and urinary measurements of potassium and sodium intake density are assumed to be nondifferential with respect to BMI. The dataset is referenced as “Selected OPEN data.”
6.1 Regression calibration

RC is one of the most popular methods of adjusting for nondifferential covariate measurement error. The method is intuitive and relatively easy to implement. For the setting of linear regression of a continuous outcome on covariates, one or more of which is measured with error, RC yields an unbiased estimate of the target regression coefficient if the calibration model (see below) is exactly known, or the parameters of the calibration model can be estimated consistently. There is an extensive literature on this method, with early descriptions including those by Prentice,41 Carroll and Stefanski,90 Armstrong,91 and Rosner et al.80,92,93

6.1.1 Regression calibration with continuous outcome and one covariate measured with error

Suppose that our analysis of the relationship between a continuous outcome \( Y \) and variable \( X \) is based on the linear regression model \( E(Y \mid X, Z) = \beta_0 + \beta_X X + \beta_Z Z \), where \( X \) is scalar and \( Z \) may be scalar or vector. Suppose further that \( X^* \) measures \( X \) with nondifferential linear measurement error. The RC estimator is obtained by performing the regression of outcome \( Y \) with the unobserved \( X \) replaced, not by \( X^* \), but by the predicted value of \( X \) given the observed data \( X^* \) and \( Z \), namely \( E(X \mid X^*, Z) \). By iterated expectation, one has:

\[
E(Y \mid X^*, Z) = E_X \{ E(Y \mid X^*, Z, X) \} = E_X \{ E(Y \mid Z, X) \} = E_X \{ E(Y \mid Z, X^*) \} + \beta_0 + \beta_X E(X \mid X^*, Z) + \beta_Z Z.
\]

The second equality is due to the crucial assumption that conditioned on \( X \) and \( Z \), \( X^* \) contains no additional information about \( Y \), that is, that the error in \( X^* \) is nondifferential. From this equation we see that by regressing \( Y \) on \( E(X \mid X^*, Z) \) and \( Z \), we obtain consistent estimates of the coefficients for both \( X \) and \( Z \). Note, this holds true regardless of whether \( X \) is continuous, binary, or ordinal so long as the model for \( E(X \mid X^*, Z) \) is correct.

The expression for \( E(X \mid X^*, Z) \) is called the calibration equation. If the calibration equation is linear, namely, \( E(X \mid X^*, Z) = \lambda_0 + \lambda_X X^* + \lambda_Z Z \), then parameter \( \lambda_X \) is identical to the attenuation factor discussed in Section 3.1. In the case of the classical error model (1) of Section 2, when \( X \) and measurement error \( U \) are normally distributed, one has that \( E(X \mid X^*) = \lambda X^* + (1 - \lambda)E(X^*) \), where \( \lambda \) is the attenuation factor discussed in Section 3.1.1. This formulation of the calibration equation helps illustrate the effect of measurement error. When the error variance is small relative to the variance of \( X \), \( \lambda \) is close to 1 and the estimated \( E(X \mid X^*) \) makes only a small adjustment to \( X^* \); when the error variance is very large, \( E(X \mid X^*) \) will be close to \( E(X^*) = E(X) \).

As discussed in Section 4, estimation of the parameters in the model for \( E(X \mid X^*, Z) \) requires an ancillary study. In a validation study in which the true measures of \( X \) are observed in some individuals (either internal or external to the main study), the calibration equation can be estimated directly through a regression of \( X \) on \( X^* \) and \( Z \). In a calibration study, such as that in the OPEN study, a reference measurement \( X^{**} \) can be obtained on a subset of individuals, and this is thought to follow the classical measurement error model \( X^{**} = X + V \), where \( V \) is random error with mean zero. In this case \( E(X^{**} \mid X^*, Z) = E(X + V \mid X^*, Z) = E(X \mid X^*, Z) \). Thus, one can obtain the predicted value for \( E(X \mid X^*, Z) \) simply by regressing the reference measurement \( X^{**} \) value from a similar time period on the observed \( X^* \) and \( Z \). In a replicates study in which repeat measurements \( X_1^* \) and \( X_2^* \) are available on at least a subset of individuals, and where both are assumed to be subject to the classical measurement error model (1), the predicted value for \( E(X \mid X^*, Z) \) can be obtained by regressing \( X_2^* \) on \( X_1^* \) and \( Z \). Carroll et al.6(sec.4.4.2) also provides a formula for the best linear approximation of \( E(X \mid X^*, Z) \) using replicate data.

A few authors have considered ways to improve upon the RC estimator, that is to identify methods that give more precise estimates, in some circumstances by making better use of the data. Efficient maximum likelihood methods for the linear and logistic outcome models with a replicates study were described by Bartlett et al.94 Spiegelman et al.95 described efficient approaches for the logistic outcome model with either validation and calibration substudies; this approach considers a weighted estimator that combines separate estimates of the target parameter from the main study and from the calibration/validation substudy.

It is worth noting that RC can also be used for a misclassified binary covariate when there is a validation study which can be used to estimate \( E(X \mid X^*, Z) \). When \( X \) is binary the expectation needed for RC can be estimated from a replicates study with three or more repeated measures of \( X^* \) in a subset of individuals. Two replicates can be sufficient in some settings, but this generally relies on either simplifying assumptions about the error model (such as one of sensitivity or specificity are 100% or they are equal) or the two replicates are observed simultaneously with the binary outcome \( Y \). In the latter case, the information regarding the relationship between \( X \) and \( Y \) can be used.
to identify the necessary parameters, but this method has not been observed to perform well when this relationship is weak.\textsuperscript{96}

Sometimes, to obtain more precise estimation of \( X \), one may wish to include further covariates \( Z \) in the calibration equation in addition to the covariates \( Z \) originally planned to be in the model for \( Y \).\textsuperscript{22} The \( Z \) variables that may be used for this purpose are those that are predictive of \( X \), but independent of \( Y \) given \( X \) and \( Z \), and therefore are not included in the outcome model.

The RC method is closely connected to even simpler methods for measurement error correction, which are based on the relation \( \beta_X = \beta_{X'} / \lambda \) shown in Section 3.1.2, where \( \lambda \) is the attenuation factor and also the slope in the regression of \( X \) on \( X' \) and \( Z \) in the calibration equation used in RC.\textsuperscript{80,91,97} An estimate of \( \beta_X \) can be obtained from the above relation using an estimate of \( \beta_{X'} \) from the naïve analysis unadjusted for measurement error together with an estimate of \( \lambda \). An estimate of \( \lambda \) may be available from an external study or it can be estimated from an ancillary study as the slope in the calibration regression model. In the latter case, this simpler approach is identical to RC as described above, which instead makes use of the predicted values of \( E(X|X',Z) \) from the calibration equation.

When the outcome model is a linear regression, the attenuation factor \( \lambda \) can also be estimated using the method of moments. For example, in the situation of a single covariate measured with classical error and no other covariates, 
\[
\lambda = \frac{\text{var}(X)}{\text{var}(X')}\nonumber
\]
The variance of the error-prone measurement \( X' \) can be estimated directly from the main study. If a validation study is available, \( \text{var}(X) \) can be estimated directly within it. In a replicates study, the covariance between the replicate measurements provides an estimate of \( \text{var}(X) \), using the assumption of classical error and uncorrelated error in the replicate measurements. In this simple setting of classical measurement error the method of moments estimator is equivalent to the RC estimator, because the parameters of the regression model for \( E(X|X') \) used in RC can be defined in terms of the first and second moments. When \( X' \) follows the linear measurement error model (2) the expression for \( \lambda \) is 
\[
\lambda = \frac{\text{var}(X)}{\text{var}(X') + \text{var}(U)}\nonumber
\]
as given in (7). The individual components of this expression can be estimated using the method of moments from a validation study. However, in the case of a calibration study estimating \( \text{var}(X) \) and \( \text{var}(U) \) requires two or more measures of the unbiased reference measurement, whereas RC can be performed using only one such measurement.\textsuperscript{17,58} The method of moments approach is conceptually straightforward and, like RC, it extends to situations with covariates \( Z \) or with multiple error-prone measurements (Section 6.1.3). As in RC, use of approximations or bootstrapping is still needed to obtain standard errors of the correct estimates (see Section 6.1.2). Unlike RC, the method of moments does not extend to nonlinear models, though it does extend to the situation of differential error (see Part 2). The method of moments is covered in several of the key texts on measurement error methods.\textsuperscript{5,7,9,97}

We now illustrate RC using an example from the OPEN study, introduced earlier in Section 5, in which we examine the association between BMI and usual (average daily) log potassium density intake. Our dependent variable \( Y \) is BMI, \( X \) is usual log potassium density intake, \( X' \) is the log FFQ potassium density reported which is considered to have linear measurement error, and we control for age and sex \( (Z) \). We first perform an analysis unadjusted for the measurement error in FFQ-reported potassium density intake, and regress BMI on log FFQ potassium density intake, age and sex for the 483 participants who have observations for the variables. The result is shown in Table 2(1), with the coefficient for log potassium density estimated as \(-1.69\) with standard error 0.93 and a \( z \)-value of \(-1.81\). This indicates that there may be a negative association between potassium density intake and BMI, with a decrease of approximately 1 BMI unit for every doubling of potassium density intake, not a very large effect.

To perform RC, we develop a prediction equation relating true log potassium density intake to FFQ log potassium density, age, and sex. We assume here that the appropriate form of the equation is linear. The equation is estimated by regressing an unbiased measure of log potassium density intake, the average of the two log urinary potassium values minus the log doubly labeled water value (the reference instrument, \( X'' \)), on FFQ log potassium density \( (X') \), age, and sex \( (Z) \). In most applications the urinary measures, which create a much higher participant burden, and the doubly labeled water exam, which is expensive, are performed in a smaller random subset of participants. Although in our dataset we have these measures in nearly all the participants of this study, we have here sampled only 250 participants to develop the prediction equation. The result is shown in Table 2(2), and the prediction equation for log potassium density intake is: 
\[
-0.48 + 0.45 \times \log(\text{FFQ potassium density}) + 0.046 \times \text{sex} + 0.0059 \times \text{age}.\nonumber
\]
The predicted values obtained using this equation are now used for the log potassium density variable in the regression of BMI on log potassium density, age, and sex.
The result is shown in Table 2(1), with the estimated coefficient for log potassium now equal to −3.76. The adjusted estimate of the coefficient indicates a stronger association with BMI than the unadjusted estimate, with a 30% increase in potassium density now associated with a decrease of approximately 1.0 (3.76 \times \log_{1.33}) BMI unit. It is worth noting that the adjusted coefficient for log potassium density, −3.76, is equal to the unadjusted estimate, −1.69, divided by the coefficient for log FFQ potassium density in the prediction equation, 0.45; this follows the multiplicative relationship between the unadjusted estimate of the coefficient and its true value that was described in Section 3.1.1.

There are many examples of RC, particularly in the nutritional epidemiology literature. A situation that is challenging for RC arises when Z is a strong predictor of both X and the outcome Y, resulting in E(X|X*, Z) and Z being highly correlated. Detailed discussion of this issue is provided by Prentice et al.98 and Freedman et al.99

6.1.2 Standard error estimation for regression calibration

Due to the extra uncertainty in the parameters estimated in the calibration model, one cannot use the usual model standard errors from the outcome regression model when performing RC, as these will be too small, resulting in confidence intervals that are too narrow. Instead, standard errors for the estimated coefficients in the outcome model may be obtained either from a bootstrap variance estimator100 or a sandwich estimator obtained by stacking the calibration and outcome model estimating equations6(appendixB3).99 Due to its ease of implementation, the bootstrap is commonly used in practice. Commonly, a nonparametric bootstrap is used, and is applied separately to the ancillary study sample and the main study sample; that is, for internal calibration, validation, or replicates studies the bootstrap is stratified by membership to the ancillary study. In some studies, notably when the ancillary study is large, the uncertainty in the estimation of the calibration equation parameters is small relative to that in the estimation of the outcome model parameters, and in this case, ignoring uncertainty in the estimation of the calibration equation parameters may not have a large impact.101 However, we demonstrated in Section 5.1 that uncertainty in the estimation of the calibration equation parameters can have a large impact. It is good practice to make corrections to the model SEs and doing so is straightforward in practice using bootstrapping.

For the example given in Section 6.1.1, we bootstrapped the entire RC procedure, starting with the estimation of the prediction equation for log potassium density and then incorporated the re-estimated predicted values for E(X|X*, Z) into the regression model for BMI. The bootstrap standard errors of the estimated coefficients in that model are shown in Table 2(1). Note that, just as the adjusted coefficient for log potassium density is much larger than the unadjusted value.
(−3.76 vs −1.69), so is its standard error (2.43 vs 0.93). In fact, the relative increase in the standard error is larger than the relative increase in the coefficient, so that the adjusted Wald $z$-value (−1.55) is smaller than the unadjusted value (−1.81). Actually, as seen in Table 1, for a single covariate measured with nondifferential error, the test based on the unadjusted Wald $z$-value is valid, so there is no need to test the null hypothesis of no association using the adjusted analysis. Moreover, a test based on the adjusted Wald $z$-value would be less powerful—however, this is because such a test is based on an incorrect assumption of normality for the $z$-value. A correct test based on the adjusted analysis can be performed using percentile-based bootstrap confidence intervals. Frost and Thompson37 described alternative methods for constructing confidence intervals with correct coverage in this setting, using Fieller’s Theorem.

### 6.1.3 Regression calibration when more than one covariate is measured with error

It is not uncommon that multiple error-prone covariates ($X_1, \ldots, X_p$) are of interest (such as smoking, alcohol intake, and physical activity as predictors of blood pressure). As seen in Sections 3.1.3 and 3.2.3, coefficients estimated in a regression that ignores the error in multiple covariates can be biased in either direction. RC can be applied to provide consistent estimates of the coefficients in the outcome model, so long as appropriate data are available to fit the series of calibration equations $E(X_i|X^*, Z)$, $i = 1, \ldots, p$. Note that in this case, there is one equation for each covariate that is measured with error, and $X^*$ typically includes all the error-prone covariates. When there is an internal validation or calibration study with simultaneous observation of the vector of error-prone covariates $X^*$, exact covariates $Z$ and exact or unbiased reference measurements for vector $X$, then a multivariate regression model can be fit for $E(X | X^*, Z)$. Rosner et al92 develop this approach for the setting of logistic regression with a rare disease outcome and one or more continuous error-prone covariates. When classical measurement error occurs, it is sufficient that independent replicates of a vector $X^*$ are measured in a replicates study (see Section 4.2). Carroll et al6(sec.4.4.2) present a RC-based approach for this case, allowing varying number of replicates across individuals. A key assumption for this approach is that the replicate observations are independent given the true $X$. Methods to estimate interactions between two error-prone variables have also been developed.102,103

We illustrate RC with more than one error-prone covariate using an extension of the example in Section 6.1.1. We consider the regression of BMI on log potassium density and log sodium density intakes, while controlling for age and sex. As noted above, the error-prone measurements of potassium density and sodium density are presumed to have nondifferential error with respect to BMI. Hence RC was appropriate for application to this example. In Part 2 we consider instead using absolute average daily sodium intake as the main covariate; this absolute measure is subject to differential error, making RC an unsuitable correction method. The estimated regression coefficients of the unadjusted model, using FFQ reported intakes, are presented in left-hand part of Table 3(1). The estimated coefficients for log potassium density and log sodium density are −1.93 and 1.51, with $z$-values of −2.03 and 1.26, respectively. Unlike in the case of a single error-prone covariate model (Table 2(1)) hypothesis tests based on these $z$-values are invalid as highlighted in Table 1. Table 3(2) shows the results of the calibration models for log potassium density and log sodium density, and the right-hand part of Table 3(1) shows the adjusted estimated coefficients for these variables. As in Section 6.1.2, the standard errors are obtained by bootstrapping. One can see that both estimated coefficients are larger in magnitude than their unadjusted versions, the log potassium density coefficient by a factor of 1.6 and the log sodium density coefficient by a factor of 2.4. However, neither coefficient reaches the conventional statistical significance level of 0.05. It is interesting that the similar magnitude but opposite signs of the log potassium density and log sodium density coefficients do suggest that the association with BMI is through the sodium/potassium ratio, a dietary intake measure that has been found to be related to cardiovascular disease.104

### 6.1.4 Regression calibration in nonlinear models

When the outcome model is nonlinear, RC provides estimates that are only approximately unbiased; however, it has been observed to work remarkably well in generalized linear models logistic, and Poisson regression.6(sec.4.8),80,105 As discussed in Section 3.1.4, RC usually works well if the magnitude of $\beta_X$ remains “small to moderate” or the measurement error variance is “small”.6(sec.4.8) For Cox regression, Prentice41 demonstrated that RC gives a reasonable approximation in cases of rare disease and either a log hazard ratio of moderate size or small measurement error variance. Xie et al40

---

*(Note: The original document contains references and citations that are not shown here for brevity and clarity.)*
**TABLE 3** Results from analysis of data from 483 participants in the OPEN study: two covariates measured with error

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted analysis</th>
<th>Regression calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est.</td>
<td>SE</td>
</tr>
<tr>
<td>log FFQ potassium density</td>
<td>−1.93</td>
<td>0.95</td>
</tr>
<tr>
<td>log FFQ sodium density</td>
<td>1.51</td>
<td>1.20</td>
</tr>
<tr>
<td>Sex (F vs M)</td>
<td>−0.33</td>
<td>0.44</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.038</td>
<td>0.029</td>
</tr>
</tbody>
</table>

(2) Prediction models used by regression calibration, based on a random subsample of 250 participants

<table>
<thead>
<tr>
<th>Variable</th>
<th>Est.</th>
<th>SE</th>
<th>z-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prediction model for log potassium density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.48</td>
<td>0.17</td>
<td>−2.84</td>
</tr>
<tr>
<td>log FFQ potassium density</td>
<td>0.45</td>
<td>0.091</td>
<td>4.94</td>
</tr>
<tr>
<td>log FFQ sodium density</td>
<td>−0.006</td>
<td>0.107</td>
<td>−0.06</td>
</tr>
<tr>
<td>Sex (F vs M)</td>
<td>0.046</td>
<td>0.046</td>
<td>1.00</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.0059</td>
<td>0.0027</td>
<td>2.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Est.</th>
<th>SE</th>
<th>z-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prediction model for log sodium density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.20</td>
<td>0.16</td>
<td>1.27</td>
</tr>
<tr>
<td>log FFQ potassium density</td>
<td>−0.14</td>
<td>0.09</td>
<td>−1.66</td>
</tr>
<tr>
<td>log FFQ sodium density</td>
<td>0.42</td>
<td>0.10</td>
<td>4.11</td>
</tr>
<tr>
<td>Sex (F vs M)</td>
<td>−0.025</td>
<td>0.043</td>
<td>−0.59</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.0038</td>
<td>0.0025</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Note: Estimated coefficients (Est.), standard errors (SE) and z-values.

*From 5000 bootstrap samples.

demonstrated that the performance of RC in Cox regression for larger log hazard ratios can be improved by re-estimating $E(X|X^*, Z)$ on each risk set. This approach is called “risk set regression calibration” and works well when recalibration is done periodically (say at every fifth percentile) rather than at each failure time.106 Liao et al107 extended the risk set approach for time-dependent covariates. For highly nonlinear models, RC can be problematic, and Carroll et al6(chap.4) give methods to improve its performance.

6.2 Simulation extrapolation (SIMEX)

Another method which, like RC, enjoys considerable use in practice, is SIMEX. SIMEX is a very general method for measurement error correction in estimating complex regression models in the presence of classical measurement error (see model (1)) in the covariates. It was proposed by Cook and Stefanski108 and enhanced by Carroll et al.109 The method has been extended to a correction for misclassification (MC-SIMEX) by Küchenhoff et al110,111—see Part 2, Section 2.5 for more details. The basic idea of SIMEX is to add more error to the error prone covariate $X^*$, to see the impact this has on the parameter estimates from the outcome regression model, and to then extrapolate back to the situation with no measurement error. This is equivalent to estimating the relationship between the measurement error variance $\text{var}(U)$ and the parameter estimates in the regression ignoring the measurement error, and to extrapolate back to the situation in which the error variance is 0. As a simple example, for single covariate regression (see Section 3.1.1) the theoretical relationship between the biased regression slope $\beta^*_X$, based on the regression of $Y$ on $X^*$, is displayed in Figure 5 as a function of $\text{var}(U)$, $\beta^*_X(\text{var}(U))$. In practice, this function is estimated from simulated datasets obtained by adding further
measurement error to the error-prone covariate and estimating the regression coefficient $\beta_X$ in each dataset, and then using a model to relate the estimated regression coefficients to $\text{var}(U)$. If the estimator for this functional relationship between the error variance and $\beta_X$ is consistent, then in the case of an error-free covariate, $\beta_X^*(0) = \beta_X$. So the function $\beta_X^*(\text{var}(U))$ is extrapolated back to $\text{var}(U) = 0$ so as to estimate $\beta_X$.

More broadly, we assume a general regression model with a covariate $X$ measured with classical measurement error $U$, that is, we observe $X^* = X + U$. Further covariates $Z$ without measurement error may be included in the model (see Section 3.1.2). The parameters of interest are denoted by the vector $\beta_X$. Given data $(Y_i, X_i^*, Z_i)_{i=1}^n$, the unadjusted estimator ignoring measurement error is denoted by $\hat{\beta}_X^*(Y_i, X_i^*, Z_i)_{i=1}^n$.

The simulation and extrapolation steps then proceed as follows:

**Simulation step:** For each value of a fixed grid of values $s_1, \ldots, s_m$ ($\geq 0$), $B$ new pseudo-datasets are simulated by $X_{ibk}(s_k) = X_i^* + \sqrt{s_k \text{var}(U)}U_{ibk}, i = 1, \ldots, n; b = 1, \ldots, B; k = 1, \ldots, m$, where $U_{ibk}$ are independent identically distributed standard normal variables. Note that the measurement error variance of $X_{ibk}(s_k)$ is $(1 + s_k)\text{var}(U)$. For each pseudo-dataset the unadjusted estimator is given by $\hat{\beta}_X^*(Y_i, X_{ibk}(s_k), Z_i)_{i=1}^n$. We denote the average over the $B$ repetitions by $\hat{\beta}_X^*_{sk}$, which we calculate by $\hat{\beta}_X^*_{sk} = B^{-1} \sum_{b=1}^B \hat{\beta}_X^*(Y_i, X_{ibk}(s_k), Z_i)_{i=1}^n$, $k = 1, \ldots, m$. Furthermore, we set $s_0 = 0$ and $\hat{\beta}_X^*_{s0} = \hat{\beta}_X^*[(1 + s_0)\text{var}(U)]_{i=1}^n$.

**Extrapolation step:** To make the necessary extrapolation, we use a parametric approximation for $\hat{\beta}_X^*[(1 + s)\text{var}(U)]$, setting it equal to a function of $s$ denoted by $G(s, \Gamma)$, where $\Gamma$ denotes the parameters of the model. We estimate the parameters $\Gamma$ by least squares with $[\hat{\beta}_X^*_{sk}]_{k=0}^m$ as the independent variable data and functions of $[1 + s_k]_{k=0}^m$ as the dependent variables, yielding an estimator $\hat{\Gamma}$. The estimated parametric function is then extrapolated to $s = -1$, the case of no measurement error. The SIMEX estimator is then defined by

$$\hat{\beta}_{\text{SIMEX}} = G(-1, \hat{\Gamma}).$$
When $\beta_X$ is a vector, the SIMEX estimator can be applied separately for each component.

The estimator $\hat{\beta}_{SIMEX}$ is consistent when the extrapolation function is correctly specified. In complex regression models, the extrapolation function is unknown and usually does not have a suitable parametrization. However, a quadratic function, defined as $G_0(s, \Gamma) = y_0 + y_1 s + y_2 s^2$, is a good approximation in many practical applications. For the estimation of the variance of $\hat{\beta}_{SIMEX}$, three methods are available: (i) an asymptotic approach using the delta method, see Carroll et al.\textsuperscript{109}; (ii) a simulation-based method proposed by Stefanski and Cook\textsuperscript{112}; and (iii) the nonparametric bootstrap performing the whole SIMEX procedure in each bootstrap sample. When the measurement error variance is estimated from an ancillary study, the bootstrap procedure includes a sample from the ancillary study and simultaneously a sample from the main study in each repetition. Then, the uncertainty about the measurement error variance is also addressed. The SIMEX method is illustrated in an example using the R-package SIMEX by Lederer and Küchenhoff.\textsuperscript{113} Figure 6 displays the SIMEX extrapolation curve for the regression coefficient of heart rate on log particle number concentration (a measure of air pollution exposure) in individuals with impaired glucose metabolism or diabetes.\textsuperscript{72}

The SIMEX method is attractive due to its very general applicability. It requires only a well-defined estimation procedure leading to a consistent estimator in the case of error-free covariates. It also requires knowledge about the
### TABLE 5 Overview of available software for performing simulation extrapolation (SIMEX)

<table>
<thead>
<tr>
<th>Package/procedure</th>
<th>Website location or information</th>
<th>Notes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package simex within the R language</td>
<td><a href="https://cran.r-project.org/web/packages/simex/simex.pdf">https://cran.r-project.org/web/packages/simex/simex.pdf</a></td>
<td>(a) Performs SIMEX for a wide range of models with ( X^* ) having classical measurement error and known error variance. (b) Performs MC-SIMEX for a wide range of models with categorical ( X^* ) having misclassification with a known matrix of misclassification probabilities. The jackknife method (Stefanski and Cook(^{112})) and an asymptotic approach (Carroll et al(^{109}); Küchenhoff et al(^{110})) are available for estimating the standard errors of the estimated coefficients.</td>
<td>Cook and Stefanski(^{108}); Küchenhoff et al(^{111}); Lederer and Küchenhoff(^{113})</td>
</tr>
<tr>
<td>Procedures simex and simexplot within the Stata package merror</td>
<td><a href="http://www.stata.com/merror/">http://www.stata.com/merror/</a></td>
<td>Performs SIMEX for generalized linear models with covariate ( X^* ) having classical measurement error and known error variance or repeat measurements.</td>
<td>Hardin et al(^{117})</td>
</tr>
<tr>
<td>Package simexaft within the R language</td>
<td><a href="https://cran.r-project.org/web/packages/simexaft/simexaft.pdf">https://cran.r-project.org/web/packages/simexaft/simexaft.pdf</a></td>
<td>Performs SIMEX for the accelerated failure time model with covariate ( X^* ) having classical measurement error and known error variance or repeat measurements. ( X^* ) may be multivariate.</td>
<td>He et al(^{118})</td>
</tr>
</tbody>
</table>

measurement error model parameters, for example through an ancillary study of one of the types described in Section 4, but this is necessary for most procedures of measurement error correction. This makes the procedure attractive for complex models where other methods are not feasible. Furthermore, the plot of the SIMEX procedure yields a convenient description of the effect of measurement error on parameter estimation. The Achilles heel of the procedure is the usually unknown extrapolation function. Especially for large measurement error, when extrapolation is to a more distant point, the procedure should be checked by simulation studies. Note that SIMEX just needs an error structure that can be described by \( X^* = X + U \). Here, \( U \) can be correlated with \( Y \) and \( Z \), which makes SIMEX applicable for special types of nondifferential measurement error. SIMEX has also been extended for more complex measurement error structures; for a recent example with spatial data see Alexeff et al.\(^{114}\) In another example, SIMEX has been applied to adjust for measurement error in a survival outcome, see Oh et al.\(^{115}\)

### 7 SOFTWARE FOR ANALYSIS

One of the main barriers in the past to the use of the analysis methods described in Section 6 was the lack of specific software for their implementation, though the situation is gradually improving. There are now available several programs or macros for performing RC, including the rcal command for generalized linear models in Stata.\(^{116}\) They are summarized in Table 4. There are also now available three packages for performing SIMEX. They are summarized in Table 5. One performs SIMEX for a wide range of regression models (simex in \( R \)),\(^{113}\) one performs SIMEX for generalized linear models (procedures simex and simexplot within the merror package in Stata),\(^{117}\) and one performs SIMEX for accelerated lifetime models (simexaft in \( R \)).\(^{118}\)

In supplemental materials available at https://github.com/PamelaShaw/STRATOS-TG4-Guidance-Paper, we provide code which demonstrates the implementation of the RC and SIMEX analyses provided in each of the data examples.

### 8 CONCLUSION

We have presented here the background and key results required for understanding the impact of measurement error on the results of epidemiological research studies, and some relatively simple methods available to adjust for such measurement error in continuous covariates used in regression models. In most cases, the limiting factor for performing these adjusted analyses will be the availability of quantitative information regarding the measurement error. However,
our impression is that even when such quantitative information is available, the adjusted analyses are not being performed.5,119

In Part 2 we will describe a variety of additional topics, many of which build on what we have covered here. In particular, we will present other methods of adjusting for measurement error, such as a likelihood-based approach, multiple imputation and moment reconstruction, and Bayesian methods. We will also describe methods of adjustment for misclassified discrete variables and methods for adjusting estimates of distributions. Finally, we will touch on a number of more advanced topics, such as mixtures of Berkson and classical error and variable selection, concluding with a discussion of how to proceed when the information on measurement error is incomplete.
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