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Regression modeling – what‘s important?

• Which variables to include?

Driven by the interpretation of the model as:

• Prediction

• Causal explanation

• Description

• How to specify the functional form of continuous variables?

• We assume ‚homework‘ has been done:

• Initial data analysis (TG3)

• Missing values, univariate X, multivariate X, keep outcome Y separate!

• Reasonable model class was chosen

• Linear, binary, multinomial, censoring, …
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Why statistical modeling?

• To explain or to predict?

• … or to describe?

Galit Shmueli, 2010, Statistical Science

Galit Shmueli, 2010, Statistical Science
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To Explain or to Predict?
• Descriptive models

• Capture the data structure parsimoniously: which variables are associated wtih the outcome

and how?

• Often useful transparent prediction models, in special cases even causal conclusions possible

• Prediction models

• Interest in accurate predictions for future application.

• No concern about causality and confounding (association), but explainability.

• Prognostic and diagnostic prediction models.

• Explanatory models

• Interest in causal contrasts (e.g., coefficients)

• Often achieved by counterfactual prediction

• Confounder selection
(Shmueli, 2010)
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More about models‘ aims
• Description:

• Just X and Y: understand how Y is associated with X‘s

• Simple: make general, widely valid statements about these associations

• Often misspecified ‚by intention‘

• Prediction:

• Transparent: formula-based predictions can be explained as/decomposed in contributions of X‘s

• Simple: model is more easily applicable with few variables

• Misspecification may lead to locally biased predictions

• Explanation (causal inference):

• Interest in effect of an intervention on an outcome

• Main concern: correct adjustment for confounders

• Misspecification leads to biased effect estimate

• Simplicity not ultimately needed; may reduce variance
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Role of (algorithmic) variable selection vs. prespecification

• Descriptive models

• Prespecify – if we want to describe the data in that way

• Variable selection – to identify the main associations (‚remove noise‘)?

• Prediction models

• Prespecify – predictors chosen based on availability, costs, accuracy, reliability, …

• Variable selection – to decrease prediction error by removing noisy inputs?

• Explanatory models

• Prespecify – select confounders based on strong assumptions (positivity, DAGs, …)

• Variable selection – to decrease MSE of estimator?
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Motivation for omission: to reduce MSE?

• M1: 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2
• M2: 𝜃𝜃0 + 𝜃𝜃1𝑋𝑋1
• Omission of 𝑋𝑋2 successful (in terms of MSE of 𝛽𝛽1) if:

Biasomit2 < Variancefull − Varianceomit

Success of ‚always omit‘ depends on sample size

Luijken K, Groenwold RHH, van Smeden M, Strohmaier S, Heinze G:
A comparison of full model specification and backward elimination of potential 
confounders when estimating marginal and conditional causal effects on binary 
outcomes from observational data
Biometrical Journal 2022, accepted

Independent of N Inversely proportional to N
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Consequences of
variable selection

• The probability of false selections is

quite high (multiplicity, sequential testing,

sampling variability, …)

• Simulations and resampling suggest that

the ‚true‘ Data Generating Model can hardly

be identified.
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Variable selection- a quiet scandal?

• While instabilities are to be expected, 

we found that use of variable selection methods

is inversely correlated with sample size

2017

Gläser & Hillebrand, B.Sc. Thesis, 2016

JASA 1992
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So…

?
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Opinions on variable selection
• for models with focus on prediction and description.

Variable selectionNo! Yes!

(Harrell, 2001; Steyerberg, 2009; Burnham & Anderson, 2002, Royston & Sauerbrei, 2008)
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Some reviews on use of variable selection methods

• …

Use of VS ranged from:
Stepwise: 2-33%
Univariate sel.: 2-44%
much depending on quality/culture of journal.
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Variable selection reviews

• Traditional, Modern, Bayesian
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Projection prediction

Inspired by our review, reanalyzed the bodyfat data set
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Traditional VS techniques – towards recommendations

• Purpose of modeling?? Do you need to let your data decide on included variables?

• Accept that model selection is part of estimation process and comes with

uncertainties.

• Any VS method makes a compromise between false negative and false positive

selections.

• Therefore, describe instabilities! 

 Bootstrap, subsampling

• Success of VS is largely driven by sample size

• Recommendations must take sample size into accout.

StatMed 2021
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Combining variable and function selection

• Two inter-related questions in model building

• Multivariable fractional polynomials (MFP)

• Various spline based approaches

• Comparisons:

• MFP vs. Splines: Different versions of (penalized) splines:
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We need you!

• Review,
• Applications,
• Neutral simulation studies,
• Recommendations.
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Splines - a brief overview of regression packages in R

Package Downloads Vignette Book Website Datasets
quantreg 5099669 X X 8
survival 3511997 X X 38
mgcv 3217720 X X 2
gbm 668984 X 0
VGAM 662399 X X X 50
gam 459497 X X 4
gamlss 210761 X X X 43
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What guidance is out there for data analysis with limited 
statistical training?

• We identified 23 series including 57 topic-relevant articles. Within each article, two 

independent raters analyzed the content by investigating 44 predefined aspects 

on regression modeling.

• Some papers could be recommended

e.g. Nature Methods series
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Further activities

• The shiny app

‚Bend your (sp)line‘:

• (See the poster at DAGStat!)
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Further activities

• A series of short videos:

• We plan to create a series

of short videos explaining

concepts in compact way:

• Topics e.g.:

• What is a statistical model?

• Categorization

• Linear or nonlinear functional relationship?

• Variable selection and instability of selected models

• Full model specification or variable selection?
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That‘s for
categorizing

continuous data!

C‘mon, 
everybody
does that!

SLAP!
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